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Introduction

Product Overview

Vinchin Backup & Recovery is an ease-of-use, secure and reliable data protection and disaster recovery solution

designed to support multiple virtualizations, physical and NAS backup.
Its VM backup is agentless and image-based, all VM backups are taken from the hypervisor level. For physical servers,
by implementing manual or automated agent deployment, files, databases and the entire operating system of

physical Windows and Linux server can be easily backed up.

Main Features:

VM Backup: Agentless, Image-based hypervisor level backup for up to 12 mainstreams virtualization.VM
Restore: various VM restore options including Full Restore, Instant Restore, Granular Restore and V2V
Migration to guarantee your business continuity.

File backup: backup files of various Windows editions and Linux distributions.

Database Backup: backup MS SQL Server, Oracle Database, MySQL Database, PostgreSQL and MariaDB
databases with application-consistent abilities.

Backup Copy: copy VM backups, file backups, database backups, server backups and NAS backups to a
secondary storage or secondary location for disaster recovery.

Backup Archive: archive VM backups to cloud object storages for long-term data retention and data protection
laws and regulations compliance.

Backup Encryption: protect all backups from unauthorized access.

Storage Protection: keep backups safe from ransomware and other malwares.



Supported Environments

VM Backup

e  VMware vSphere: 5.5, 6.0, 6.5, 6.7, 7.0(U1, U2, U3), 8.0

e  Microsoft Hyper-V Server: 2012, 2012R2, 2016, 2019, Windows 10 (Desktop)
° Microsoft Hyper-V on Windows Server: 2012, 2012 R2, 2016, 2019

° Citrix XenServer: 6.x, 7.x

e  Citrix Hypervisor: 8.0, 8.1, 8.2

e XCP-ng:7.4,75,7.6,8.0,8.1,8.2

e RHV:4.0,4.1,42,43,44

e 0Virt:4.0,4.1,4.2,43,4.4,45

e  OpenStack: M to W with Centralized or Distributed storage

e Sangfor HCI: 5., 6.0.1, 6.0.1R1, 6.2.0, 6.3.0, 6.7.0, 6.7.0R2, 6.8.0

e  Oracle Linux Virtualization Manager (OLVM): 4.3, 4.4

e  Huawei FusionCompute (KVM): 6.5.1, 8.0.0, 8.0.1

e H3CUIS: E0606, EO611, E0716, E0720, E0721, EO750

e  H3CCAS: E0506, E0526, E0530, EO535, E0706, E0709, EO710, EO718, E0730
e  ZStack:3.5,3.7,3.8,3.9,3.10,4.0.1,4.3.0,4.3.28,4.4.16,4.5.1,4.7.11

Server Backup

e  Windows Desktop: Windows XP, Windows 7, Windows 8, Windows 10, Windows 11

e  Windows Server: Server 2003, Server 2008, Server 2012, Server 2016, Server 2019, Server 2022
e RHEL (Red Hat Enterprise Linux): 6, 7, 8

e CentOSlLinux:6,7,8

Notice

Only 64-bit operating systems are supported for server backup.

Database Backup

Supported databases and versions.

Oracle Database (Windows and Linux): 11g, 12c, 18c, 19c¢, 20c, 21c
MS SQL Server (Windows): 2008, 2012, 2014, 2016, 2017, 2019
MySQL (Linux): 5.6, 5.7, 8.0, 8.0.26

PostgreSQL (Linux): 12, 13, 14

Postgres Pro (Linux): 14.5

MariaDB (Linux): 10.5 ~ 10.10.2

Supported database deployments.

Oracle database deployment: Standalone, Real Application Clusters (RAC)
MS SQL Server deployment: Standalone, Failover Cluster, Always On availability groups



e  MySQL deployment: Standalone

o  PostgreSQL deployment: Standalone
e  MariaDB deployment: Standalone

File Backup

e  Windows Desktop: Windows XP, Windows 7, Windows 8, Windows 10

e  Windows Server: Server 2003, Server 2008, Server 2012, Server 2016, Server 2019
e  RHEL (Red Hat Enterprise Linux): 6,7, 8

e CentOS Linux:6,7,8

Debian Linux: 7 to 10
e Ubuntu Linux: 12 to 20

Notice
Only 64-bit operating systems are supported for file backup.

NAS Backup

e CIFS:v2.0,v3.0
e NFS:v3.0,v4.0,v4.1

Vinchin Backup & Recovery v7.0 | Admin User Guide



Getting Started

System Login

To open Vinchin Backup Server web console, it is recommended to use Google Chrome web browser. In the browser
address bar, enter the IP address that you have assigned to the Backup Server during installation. You’ll probably
see the below “You connection is not private” warning message.

@ Privacy error x +

< C' A Notsecure | 192.168.84.100 * O

A

Your connection is not private

Attackers might be trying to steal your information from 192.168.84.100 (for example,
passwords, messages, or credit cards). Learn more

NET:ERR_CERT_AUTHORITY_INVALID

[T Help improve security on the web for everyone by sending URLs of some pages you visit, limited

system information, and some page content to Googlle. Privacy policy

Hide advanced Back to safety

This server could not prove that it is 192.168.84.100; its security certificate is not trusted

by your computer's operating system. This may be caused by a misconfiguration or an
attacker intercepting your connection.

| Proceed to 192.168.84.100 (unsafe; |

Please click on Advanced button to show advanced options. Then click on “Proceed to xxx.xxx.xxx.xxx (unsafe)” to
open the web console of Vinchin Backup Server.

If MacOS, please click on Advanced button, then type “thisisunsafe” directly on the warning screen to open the web
console.

On the login screen of Vinchin Backup & Recovery, please use the below default credentials to log in.

Username: admin

Password: 123456

Change Password

For the safety of Vinchin Backup Server, please change the default administrator password right after your first login,

the password can be changed from admin > Change Password screen.



A Account Settings

1Y

Change Password

Lock Screen
0ld password

@ About
New passord *

*0

Confirm new password * Logout

Cancel

It’s recommended to use combination of uppercase and lowercase letters, numbers and special characters as the
new password.
To prevent losing your password, it’s also recommended to configure your email in the Account Settings for Vinchin

Backup & Recovery being able to send you password reset email to reset your password.

Account Settings £ Account Settings

£, Account Settings 4 Change Password

Lock Screen
Usemame  admin

F About
Email Address user@company.com

O Logout
Phone Number e .

Language English v

Cancel

Sending password reset email requires enabling the mail services on the Vinchin backup server, please refer to
Notifications to setup mail services.

If you had enabled mail services and associated your user account with your email address, when you forgot your
password, on the login screen you could click on Forget password, then provide your username and email address

and click on Reset Password to reset your password via a password reset email.

£ admin

& user@company.com

Reset Password

If the user name and the email address match, then the password reset email will be sent.

When you had received the password reset email, please copy the password reset URL and paste in the browser

address bar to reset your password.

vinchin
Vinchin Backup & Recovery

Please login with new password after password reset.

Please make sure you use the password reset URL in the same LAN in which your PC could open the web console of
Vinchin backup server.
The password reset URL only valid for 5 minutes, if it’s expired, please apply for a new password reset email.



System License

When you have registered to download Vinchin Backup & Recovery, a 60-day full featured trial license key will be
sent to you via the email you provided, after the installation, please open Vinchin Backup & Recovery web console
and go to System > System License page to upload the trial license key to get the software licensed for evaluation.
If you wish to buy a paid license for Vinchin Backup & Recovery, please contact our sales team. Once you had
received the paid license and uploaded to Vinchin Backup & Recovery, your system license page should look like
below.

System License

&, Download Thumbprint 2 Upload License

Remaining days.
Pe p etual Please read the following notices to get your Vinchin backup server licensed and to maintain the license valid
1. Upload a tral license or paid license to get your Vinchin software licensed

2. To maintain the trial license valid, please do not modify system time and server hardware (.g.. add or remove server NICS)

Perpetual License

Expiration 3. To maintain your paid license valid, please do not change server hardwars (¢.g., add or NICs)

4. For any licensing queries, please contact Vinchin Support for help

License Info Master Server VM Backup V2V Migration File Backup
Usemame - Lcense Type CPU
Edton Enterprice 1 B 0/0 9 2/10 S
Licensed Capacity Unlimited Quantity 6/30
Used (Total Used fTotal Used fTotal

Database Backup Server Backup NAS Backup

Product Name Vinchin Backup & Recovery
=

Copyright Vinchin Technalogy Co, Lid 7/10 <] 0/10 0/10

Used otal Used (Total Used rMotal

The number of licensed feature modules will be given in “used/licensed” format. The actual license info depends
on the order you have placed.
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Storage Repository

In Vinchin Backup & Recovery, storages are used for 3 objectives:

® Backup

® Backup Copy

®  Backup Archive

Adding a backup storage is essential before you can create any backup jobs.

Backup copy storage is required when you want to copy your backups to a secondary storage or a remote location.
Backup archive storage, usually a more cost-effective storage media which is needed when you want to archive your
VM backup data for long-term retention purpose.

Once a storage's objective has been settled, it cannot be used for other purpose, e.g., a backup storage can only be
used for backup, it cannot be used for backup copy or backup archive.

The supported storage types/protocols and storage objectives are as showing below.

Storage Types/Objectives Backup Backup Copy Backup Archive
Disk Partition Yes Yes Yes

Local Disk Yes Yes Yes

Local Directory Yes Yes Yes

Logical Volume Yes Yes Yes

Channel (FC) Yes Yes Yes

iSCSI Yes Yes Yes

NFS Share Yes Yes Yes

CIFS Share Yes Yes Yes

Off-site Storage No Yes, backup copy only no

Cloud Object Storage No No Yes, backup archive only

The storages are added and managed from Resources > Storage page.

Direct Attached Storages (DAS)

The storge devices attached directly to Vinchin Backup & Recovery including:

® Disk Partition

® local Disk

® Local Directory

® Logical Volume

These storage devices can be used as storage repository to store your backup data, backup copy data and archive
data.



Add Disk Partition

An unmounted disk partition on the Vinchin backup server or backup node can be used as backup, backup copy or
backup archive storage.

To add a disk partition as Vinchin storage.

1. Select Disk Partition in the Storage Type dropdown list.

2. Select the node (if any) from the Node IP/Domain dropdown list on which the disk partition resides in.

3. Wait for the scanning process of the disk partition, when it presents in the Storage Resources list, please select

4. In the Name field, give the storage a custom name for identification.

5. Select from Backup, Copy or Archive according for which purpose the storage will be used.

6. Setup storage usage alert as per your requirements.

7. Click on OK to add the storage.

If the disk partition was once been used by Vinchin and which contains backup data, you will get a dialog asking
either to import the backups or to format the storage.

If those backups are no longer useful, you can choose to format it, and Vinchin will erase everything then make new
filesystem on the disk partition. It will take a while depending on the storage size and performance, please do not
leave the page and wait patiently for the process to be completed.

If you choose to import the backups, Vinchin will not touch the backups and the disk partition filesystem, as for how
to manage the imported backups, please refer to Import Backups.

For a fresh new disk partition or disk partition contains data which is unrecognizable by Vinchin, you will get a dialog
asking to format the storage, please make sure you had made backup of the data on the disk partition, otherwise
everything will be erased!

Add Local Disk

An unpartitioned or unmounted local disk on the Vinchin backup server or backup node can be used as backup,
backup copy or backup archive storage.

To add a local disk as Vinchin storage.

. Select Local Disk in the Storage Type dropdown list.

. Select the node (if any) from the Node IP/Domain dropdown list on which the disk partition resides in.

. Wait for the scanning process of the local disk, when it presents in the Storage Resources list, please select it.

. In the Name field, give the storage a custom name for identification.

. Select from Backup, Copy or Archive according for which purpose the storage will be used.
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. Setup storage usage alert as per your requirements.

7. Click on OK to add the storage.

If the local disk was once been used by Vinchin and which contains backup data, you will get a dialog asking either
to import the backups or to format the storage.

If those backups are no longer useful, you can choose to format it, and Vinchin will erase everything then make new
filesystem on the disk. It will take a while depending on the storage size and performance, please do not leave the
page and wait patiently for the process to be completed.

If you choose to import the backups, Vinchin will not touch the backups and the disk filesystem, as for how to



manage the imported backups, please refer to Import Backups.

For a fresh new local disk or disk contains data which is unrecognizable by Vinchin, you will get a dialog asking to
format the storage, please make sure you had made backup of the data on the disk, otherwise everything will be
erased!

Add Local Directory

A local directory on the Vinchin backup server or backup node filesystem can be used as backup, backup copy or
backup archive storage.

To add local directory as Vinchin storage.

1. Select Local Directory in the Storage Type dropdown list.

2. Select the node (if any) from the Node IP/Domain dropdown list on which the disk partition resides in.

3. Type the directory path which you wish to use in the Directory Path field. The directory path should be an existing
directory, otherwise it will fail to add storage.

4. In the Name field, give the storage a custom name for identification.

5. Select from Backup, Copy or Archive according for which purpose the storage will be used.

6. Setup storage usage alert as per your requirements.

7. Click on OK to add the storage.

If the directory was once been used as Vinchin storage and which contains backup data, you'll get a dialog asking
either to import the backups or not.

If you choose to add storage without importing old backups, Vinchin will skip the backups and add the directory as
storage, the old backups will still reside in the directory but unable to be managed or used for restoration from
Vinchin web console.

If you choose to add storage and import the old backups, after adding storage and importing backups, you'll be able
to manage the old backups or use the backups for restoration purpose from Vinchin web console.

Add Logical Volume

An unmounted logical volume on the Vinchin backup server or backup node can be used as backup, backup copy or
backup archive storage.

To add a logical volume as Vinchin storage.

1. Select Logical Volume in the Storage Type dropdown list.

2. Select the node (if any) from the Node IP/Domain dropdown list on which the disk partition resides in.

3. Wait for the scanning process of the logical volume, when it presents in the Storage Resources list, please select

4. In the Name field, give the storage a custom name for identification.

5. Select from Backup, Copy or Archive according for which purpose the storage will be used.

6. Setup storage usage alert as per your requirements.

7. Click on OK to add the storage.

If the logical volume was once been used by Vinchin and which contains backup data, you will get a dialog asking
either to import the backups or to format the storage.

If those backups are no longer useful, you can choose to format it, and Vinchin will erase everything then make new
filesystem on the disk partition. It will take a while depending on the storage size and performance, please do not



leave the page and wait patiently for the process to be completed.
If you choose to import the backups, Vinchin will not touch the backups and the filesystem, as for how to manage
the imported backups, please refer to Import Backups.

Network Attached Storages (NAS)

NFS Share

Before adding the NFS share as Vinchin storage, make sure Vinchin server/node has read and write permissions to
the NFS share, otherwise you'll fail to add the NFS share.

To add an NFS storage to Vinchin server or node.

1. Select NFS Share in the Storage Type dropdown list.

2. Select the node (if any) from the Node IP/Domain dropdown list on which you wish the NFS share to be added
to.

3. Type the NFS share path in the Shared Folder field. The path format should be "nas_server_ip:/path/directory"
(without quotes), e.g., 192.168.1.10:/path/directory.

4. In the Name field, give the storage a custom name for identification.

5. Select from Backup, Copy or Archive according for which purpose the storage will be used.

6. Setup storage usage alert as per your requirements.

7. Click on OK to add the storage.

By default, Vinchin will connect to the NFS share using NFS protocol version 3.0, if your NFS server runs other
protocol versions, please click on config the mount params and type the protocol version in the Mount Params field,
e.g., "vers=2.0" (without quotes). If any other parameters required, please also specify them here and separate
each with a coma.

Adding an NFS share to Vinchin, the existing data in the NFS share will remain unmodified, but it is not recommended
to share the same NFS directory with other services and applications, it might impact on the backup and restore
efficiencies.

CIFS Share

Before adding the CIFS share as Vinchin storage, make sure Vinchin server/node has read and write permissions to
the CIFS share, otherwise you'll fail to add the CIFS share.

To add an CIFS share to Vinchin server or node.

1. Select CIFS Share in the Storage Type dropdown list.

2. Select the node (if any) from the Node IP/Domain dropdown list on which you wish the CIFS share to be added
to.

3. Type the CIFS share path in the Shared Folder field. The path format should be
"//nas_server_ip/path/directory" (without quotes), e.g., //192.168.1.10/path/directory.

4. Provide the CIFS share user credentials in Username and Password fields.

5. In the Name field, give the storage a custom name for identification.

6. Select from Backup, Copy or Archive according for which purpose the storage will be used.

7. Setup storage usage alert as per your requirements.



8. Click on OK to add the storage.

By default, Vinchin will connect to the CIFS share using SMB protocol version 3.0, if your CIFS server runs other
protocol versions, please click on config the mount params and type the protocol version in the Mount Params field,
e.g., "vers=2.0" (without quotes). If any other parameters required, please also specify them here and separate each
with a coma.

Adding an CIFS share to Vinchin, the existing data in the CIFS share will remain unmodified, but it is not
recommended to share the same CIFS directory with other services and applications, it might impact on the backup
and restore efficiencies.

Storage Area Network (SAN) Storages

Fibre Channel (FC)

To add Fibre Channel (FC) storage to Vinchin server/node as backup, copy or archive storage. Make sure your Vinchin
server/node is a physical machine which has an FC HBA interface card and have been connected to the FC SAN.

1. Select Fibre Channel (FC) in the Storage Type dropdown list.

2. Select the node (if any) from the Node IP/Domain dropdown list on which the FC LUN you wish to add to.

3. Wait for the scanning process of the FC HBA card, when it presents in the Fibre Channel list, please use the WWPN
to map the target FC LUN to Vinchin from the storage server (if you haven't done this yet).

4. When done step 3, please refresh the page and repeat step 1 and 2.

5. In Storage Resource you should see the mapped FC LUN presented, please verify if the FC LUN is intended to be
used as Vinchin storage and then select it.

6. In the Name field, give the storage a custom name for identification.

7. Select from Backup, Copy or Archive according for which purpose the storage will be used.

8. Setup storage usage alert as per your requirements.

9. Click on OK to add the storage.

If the FC LUN was once been used by Vinchin and which contains backup data, you will get a dialog asking either to
import the backups or to format the storage.

If those backups are no longer useful, you can choose to format it, and Vinchin will erase everything then make new
filesystem on the FC LUN. It will take a while depending on the storage size and performance, please do not leave
the page and wait patiently for the process to be completed.

If you choose to import the backups, Vinchin will not touch the backups and the FC LUN filesystem, as for how to
manage the imported backups, please refer to Import Backups.

For a fresh new FC LUN or FC LUN contains data which is unrecognizable by Vinchin, you will get a dialog asking to
format the storage, please make sure you had made backup of the data on the FC LUN, otherwise everything will
be erased!



iISCSI

To add iSCSI storage to Vinchin server/node as backup, copy or archive storage. Make sure your Vinchin server/node
is connected to the IP SAN.

1. Select iSCSI in the Storage Type dropdown list.

2. Select the node (if any) from the Node IP/Domain dropdown list on which the iSCSI LUN you wish to add to.

3. Copy the IQN of the Vinchin server/node from the iSCSI Name field, please use the IQN to map the target iSCSI
LUN to Vinchin from the storage server (if you haven't done this yet).

4. When done step 3, please type the IP address of the storage server in the iSCSI Server field and click on Scan
Target button to scan the iSCSI LUN mapped to Vinchin server/node.

5. Wait for the scanning process to be completed and you'll see the iSCSI LUN presented in the Target LUN list. Please
verify if the iSCSI LUN is intended to be used as Vinchin storage and then select it.

6. In the Name field, give the storage a custom name for identification.

7. Select from Backup, Copy or Archive according for which purpose the storage will be used.

8. Setup storage usage alert as per your requirements.

9. Click on OK to add the storage.

If the iSCSI LUN was once been used by Vinchin and which contains backup data, you will get a dialog asking either
to import the backups or to format the storage.

If those backups are no longer useful, you can choose to format it, and Vinchin will erase everything then make new
filesystem on the iSCSI LUN. It will take a while depending on the storage size and performance, please do not leave
the page and wait patiently for the process to be completed.

If you choose to import the backups, Vinchin will not touch the backups and the disk partition filesystem, as for how
to manage the imported backups, please refer to Import Backups.

For a fresh new iSCSI LUN or iSCSI LUN contains data which is unrecognizable by Vinchin, you will get a dialog asking
to format the storage, please make sure you had made backup of the data on the iSCSI LUN, otherwise everything
will be erased!

Offsite Storage

To add an offsite copy storage, please go to Resources > Storage page and do as follows.

1. Click on Add button.

2. In Storage Type dropdown list, select Off-site Storage.

3. In the IP Address field, type the IP address of the remote site Vinchin server. As for the default port number, if
modification is required, please contact Vinchin Support for help, otherwise please do not modify it.

4. In the Username and Password fields, type the web admin credentials of the remote site Vinchin server.

5. In the Name field, give the storage a custom name for identification.

6. An offsite storage is used for offsite backup copy only, so, the Storage Usage is set to Copy by default and cannot
be changed.

7. Optionally setup the Storage Alert as per your requirement.

8. Click on OK to add the offsite copy storage.

If the offsite storage contains backup data, you will get a dialog asking either to import the backups or not.

Check the Import Backups checkbox to import the existing backup copy data, as for how to manage the imported
backups, please refer to Import Backups.



If you don't want to import the backup copy data, click on OK button to add the offsite storage directly without
importing any data. The existing backup copy data on the offsite storage will not be visible on primary Vinchin server
web console, those data should be managed on the remote Vinchin server web console.

Cloud Obiject Storages

Cloud Object Storages are used to archive your VM backups for long-term retention purpose. The object storages
supported by Vinchin Backup & Recovery are as follows.

Amazon S3 Cloud Object Storage

Microsoft Azure Blob Storage

Alibaba Object Storage Service (OSS)

Huawei Object Storage Service (OBS)

Tencent Cloud Object Storage (COS)

Wasabi Hot Cloud Storage

MinlO Object Storage

Ceph S3-compatible Object Storage

Add Amazon S3 Cloud Object Storage

To add Amazon S3 Cloud Object storage as a backup archive target, please do as follows.

1. In Storage Type dropdown list select Cloud Object Storage.

2. In Vendor dropdown list select AWS S3.

3. In the Region dropdown list select a location of the datacenter where you want your data to be saved.

4. The Service Endpoint field is optional, if you need to specify the service endpoint URL, and if it’s SSL enabled,
please enable SSL Certificate option, and input the URL without “https://”.

5. In the Access Key field, enter the access key ID of your Amazon S3 account.

6. In the Secret Key field, enter the secret access key of your Amazon S3 account.

7. In the Bucket field, enter the storage bucket name then click on Scan Bucket to obtain the existing folders within
the bucket.

8. In Folder dropdown list, select a folder to be used or click on manually enter a folder name then enter a new
folder name to be created and used.

9. Give the storage a name for identification in the Name field.

10. Cloud object storages are currently used for backup archive only, so the Storage Usage is set as Archive by
default and cannot be changed.

11. Set a limitation of maximum storage space allowed to be used in the Quota field.

Add Microsoft Azure Blob Storage

To add Microsoft Azure Blob storage, please do as follows.

1. In the Storage Type dropdown list, select Cloud Object Storage.

2. In the Vendor dropdown list, select Azure.

3. In the Connection String field, enter the connection string for your Azure storage account. The connection string



should look similar to:
DefaultEndpointsProtocol=https;AccountName=storagesample;AccountKey=<account-key>

4. In the Container field, enter a container name and click on Scan Container to obtain the existing folders in the
container.

5. Give the storage a name for identification in the Name field.

6. Cloud object storages are currently used for backup archive only, so the Storage Usage is set as Archive by default
and cannot be changed.

7. Set a limitation of maximum storage space allowed to be used in the Quota field.

Add Alibaba Object Storage Service (OSS)

To add Alibaba OSS as a backup archive target, please do as follows.

. In Storage Type dropdown list select Cloud Object Storage.

. In Vendor dropdown list select Alibaba Cloud.

. In the Region dropdown list select a location of the datacenter where you want your data to be saved.
. In the Access Key field, enter the access key ID of your Alibaba cloud account.

. In the Secret Key field, enter the secret access key of your Alibaba cloud account.
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. In the Bucket field, enter the storage bucket name then click on Scan Bucket to obtain the existing folders within
the bucket.

7. In Folder dropdown list, select a folder to be used or click on manually enter a folder name then enter a new
folder name to be created and used.

8. Give the storage a name for identification in the Name field.

9. Cloud object storages are currently used for backup archive only, so the Storage Usage is set as Archive by default
and cannot be changed.

10. Set a limitation of maximum storage space allowed to be used in the Quota field.

Add Huawei Object Storage Service (OBS)

To add Huawei OBS as a backup archive target, please do as follows.

. In Storage Type dropdown list select Cloud Object Storage.

. In Vendor dropdown list select Huawei Cloud.

. In the Region dropdown list select a location of the datacenter where you want your data to be saved.
. In the Access Key field, enter the access key ID of your Huawei cloud account.

. In the Secret Key field, enter the secret access key of your Huawei cloud account.
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. In the Bucket field, enter the storage bucket name then click on Scan Bucket to obtain the existing folders within
the bucket.

7. In Folder dropdown list, select a folder to be used or click on manually enter a folder name then enter a new
folder name to be created and used.

8. Give the storage a name for identification in the Name field.

9. Cloud object storages are currently used for backup archive only, so the Storage Usage is set as Archive by default
and cannot be changed.

10. Set a limitation of maximum storage space allowed to be used in the Quota field.



Add Tencent Cloud Object Storage (COS)

To add Tencent COS as a backup archive target, please do as follows.

. In Storage Type dropdown list select Cloud Object Storage.

. In Vendor dropdown list select Tencent Cloud.

. In the Region dropdown list select a location of the datacenter where you want your data to be saved.
. In the Access Key field, enter the access key ID of your Tencent cloud account.

. In the Secret Key field, enter the secret access key of your Tencent cloud account.
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. In the Bucket field, enter the storage bucket name then click on Scan Bucket to obtain the existing folders within
the bucket.

7. In Folder dropdown list, select a folder to be used or click on manually enter a folder name then enter a new
folder name to be created and used.

8. Give the storage a name for identification in the Name field.

9. Cloud object storages are currently used for backup archive only, so the Storage Usage is set as Archive by default
and cannot be changed.

10. Set a limitation of maximum storage space allowed to be used in the Quota field.

Add Ceph S3-compatible Object Storage

To add Ceph S3 Object storage as a backup archive target, please do as follows.

1. In Storage Type dropdown list select Cloud Object Storage.

2. In Vendor dropdown list select Ceph S3.

3. In the Service Endpoint field, enter the URL of the Ceph S3 service endpoint URL with format
"IP_address:port_number" (without quotes) or "domain:port_number" (without quotes), and if it’s SSL enabled,
please enable SSL Certificate option, and input the URL without “https://”.

4. In the Access Key field, enter the access key ID of your Ceph S3 account.

5. In the Secret Key field, enter the secret access key of your Ceph S3 account.

6. In the Bucket field, enter the storage bucket name then click on Scan Bucket to obtain the existing folders within
the bucket.

7. In Folder dropdown list, select a folder to be used or click on manually enter a folder name then enter a new
folder name to be created and used.

8. Give the storage a name for identification in the Name field.

9. Cloud object storages are currently used for backup archive only, so the Storage Usage is set as Archive by default
and cannot be changed.

10. Set a limitation of maximum storage space allowed to be used in the Quota field.

Add Wasabi Hot Cloud Storage

To add Wasabi Hot Cloud Storage as a backup archive target, please do as follows.

1. In Storage Type dropdown list select Cloud Object Storage.

2. In Vendor dropdown list select Wasabi.

3. In the Region dropdown list select a location of the datacenter where you want your data to be saved.



4. In the Access Key field, enter the access key ID of your Wasabi cloud account.

5. In the Secret Key field, enter the secret access key of your Wasabi cloud account.

6. In the Bucket field, enter the storage bucket name then click on Scan Bucket to obtain the existing folders within
the bucket.

7. In Folder dropdown list, select a folder to be used or click on manually enter a folder name then enter a new
folder name to be created and used.

8. Give the storage a name for identification in the Name field.

9. Cloud object storages are currently used for backup archive only, so the Storage Usage is set as Archive by default
and cannot be changed.

10. Set a limitation of maximum storage space allowed to be used in the Quota field.

Add MinlO Object Storage

To add MinlO Object storage as a backup archive target, please do as follows.

1. In Storage Type dropdown list select Cloud Object Storage.

2. In Vendor dropdown list select MinlO.

3. In the Service Endpoint field, enter the URL of the MinlO service endpoint URL with format
"IP_address:port_number" (without quotes) or "domain:port_number" (without quotes), and if it’s SSL enabled,
please enable SSL Certificate option, and input the URL without “https://”.

4. In the Access Key field, enter the access key ID of your MinlO account.

5. In the Secret Key field, enter the secret access key of your MinlO account.

6. In the Bucket field, enter the storage bucket name then click on Scan Bucket to obtain the existing folders within
the bucket.

7. In Folder dropdown list, select a folder to be used or click on manually enter a folder name then enter a new
folder name to be created and used.

8. Give the storage a name for identification in the Name field.

9. Cloud object storages are currently used for backup archive only, so the Storage Usage is set as Archive by default
and cannot be changed.

10. Set a limitation of maximum storage space allowed to be used in the Quota field.

Import Backups

For the storages to be added, if once they had been used by Vinchin Backup & Recovery, no matter for backup, copy
or archive purpose, the data should still remain on them. When you try to add them again, the data will be
automatically recognized by Vinchin Backup Server.

The imported backup data should be assigned to a user from the Resources > Storage page by clicking on the
Manage Imported Backups button. By selecting the corresponding backup job, and click on Assign button, you are
able to assign the backup data to the selected user from the popup dialog.

If you only import the data without assigning to any user, those data will not be visible to anyone.

Once the backup data had been assigned to a user, the user will be able to see the backup data and create restore
jobs with those data.

If the imported backups are VM backups, to create a VM restore job please do it on VM Backup > Restore page.

If the imported backups are file backups, to create a file restore job please do it on Physical Backup > File Backup >



Restore page.

If the imported backups are database backups, to create a database restore job please do it on Physical Backup >
Database Backup > Restore page.

If the imported backups are server backups, to create a server restore job please do it on Physical Backup > Server
Backup > Restore page.

If the imported backups are NAS backups, to create a NAS restore job please do it on NAS Backup > Restore page.

Manage Storages

All storages added to Vinchin backup server or node can be managed from Vinchin backup server web console, from
the Resources > Storage page.

By selecting a storage and click on Edit button, you are able to edit specific settings of the selected storage.

By selecting a storage and click on Delete button, you are able to delete this storage from Vinchin backup server or
node. But if there's any existing job using this storage, it is not allowed to be deleted. Please first stop and delete
the corresponding job then delete the storage.

No matter the storage is used for backup, copy or archive purpose, the data on the storage will not be deleted. Once
you add that storage again, Vinchin will detect the data and give you option to import those data. But the

corresponding job cannot be resumed to run upon the imported data. For more information of importing backups,

please refer to Import Backups.



VM Backup

Preparation for VM Backup

Install VM Backup Plugin

Install Hyper-V Backup Plugin

Download Backup Plugin

The Hyper-V VM backup plugins can be downloaded from the login screen of Vinchin backup server's web console.
1. By clicking on Download Backup Plugin, you'll see the download options.

2. In Type dropdown list, select VM Backup Plugin option.

3. In Platform dropdown list, select Microsoft Hyper-V.

4. Click on Download button to download the installer.

Install on Windows Server with Desktop Experience

The VM backup plugin for Hyper-V should be installed on all the Hyper-V hosts (Standalone, Failover Cluster and
SCVMM), please upload the backup plugin installer to all the hosts for installation.

1. Right click the installer and run the installer with administrator privileges (In SCVMM environment, please use
SCVMM domain user to install the backup plugin on both Hyper-V host and SCVMM server).

2. When you see the installation wizard, click on Quick Install to begin the installation process.

3. In case of a Failover Cluster environment, you also need to modify the backup plugin service’s login permission
as a domain user with local administrator privileges, and then restart the backup plugin services. To do this, right
click the Start icon, select Run, type services.msc in the Run box and press Enter to open the Windows Services
Manager.

4. Find the HypervBackupAndRecoveryService in the Services manager, right click on this service and select
Properties.
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Start service HypervBackupAndRecoveryService on Local Computer

5. In the property settings dialog, select Log On and set a domain user with local administrator privileges as the

below example.
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6. When done, apply the changes and restart the service.
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Stop and Start service HypervBackupAndRecoveryService on Local Computer

Install on Windows Server Core in Silent Mode

If you are running Hyper-V natively on host hardware or within the Windows Server Core, you can install the backup
plugin in silent mode.

To copy the installer to the Hyper-V host or Windows Server, you can use a USB flash drive to copy the installer to
the Hyper-V host or Windows Server Core.

Or you can share the installer from your Windows PC, then from the Hyper-V host or Windows Server Core command
lines to copy the installer.

To copy the shared installer, please first use the below command to establish a connection to the Windows PC.

net use \\ip_of windows _pc\ipc$ pass /user:username

'ip_of_windows_pc' should be the exact IP address of the Windows PC which shares the installer.
'pass' should be the password of the Windows PC user.
'username’' should be the username sharing the installer on the Windows PC.

Then use below command to copy the backup plugin installer to the Hyper-V host or Windows Server Core.
copy \\ip_of_windows_pc\foler\file namel \path\file_name2

'ip_of_windows_pc' should be the exact IP address of the Windows PC which shares the installer.

'folder_name1' should be the exact backup plugin installer file name.

'path’ should be the full path on Hyper-V host or Windows Server Core where you want to save the installer.
‘file_name2' can be a new file name or you can type the original file name to be saved on the Hyper-V host or
Windows Server Core.

To install the backup plugin, please go to the directory where you copied the installer, then use the below command

to install.



vinchin-hyper-v-agent.windows.7.0.0.xxx.exe /verysilent

Where 'xxx' should be the exact version number of the downloaded backup plugin installer.

After installation, please check the backup plugin service connection status using below command.
netstat -a

If you got active TCP connection on port 29200 and 29201 as shown below, then the backup plugin is successfully

installed and services are up running.

TCP 0.0.0.0:29200 WIN-L2MSBO93K5D: 0 LISTENING
TCP 0.0.0.0:29201 WIN-L2MSBO93K5D: 0 LISTENING

Install Citrix Hypervisor Backup Plugin

Download Backup Plugin

The Citrix Hypervisor (XenServer) VM backup plugins can be downloaded from the login screen of Vinchin backup
server's web console.

1. By clicking on Download Backup Plugin, you'll see the download options.

2. In Type dropdown list, select VM Backup Plugin option.

3. In Platform dropdown list, select Citrix XenServer/Citrix Hypervisor.

4. In the Version dropdown list, select the exact version of your Citrix Hypervisor (XenServer).

5. Click on Download button to download the installer.

Install Backup Plugin

The VM backup plugin for Citrix Hypervisor (XenServer) should be installed on the Citrix Hypervisor (XenServer) pool
master host and also the slave hosts, please upload the backup plugin installer to all the hosts for installation.
After the installer is uploaded, please install it from the Citrix Hypervisor (XenServer) hosts' command line interface
(CLI) by using the below command.

rpm -i vxe-backup-agent-xxx.x86_64.rpm

Where the 'xxx' should be the version number same as the actually downloaded installer.
Please make sure you upload and install the backup plugin installer on all the Citrix Hypervisor (XenServer) hosts.

Notice
The backup plugin should NOT be installed on the Citrix Hypervisor (XenServer) guest OS.

Uninstall Backup Plugin

In order to reinstall the backup plugin or to install a newer version of backup plugin, you need to first uninstall the
existing backup plugin.
To uninstall Vinchin backup plugin for Citrix Hypervisor (XenServer), please run the below command.

rpm -e vxe-backup-agent



Notice
If the Citrix Hypervisor (XenServer) backup plugin gets uninstalled without reinstallation or installing a newer version
of backup plugin, your VM backup jobs will fail!

Install XCP-ng Backup Plugin

Download Backup Plugin

The XCP-ng VM backup plugin can be downloaded from the login screen of Vinchin backup server's web console.
1. By clicking on Download Backup Plugin, you'll see the download options.

2. In Type dropdown list, select VM Backup Plugin option.

3. In Platform dropdown list, select XCP-ng.

4. In the Version dropdown list, select the exact version of your XCP-ng virtual platform.

5. Click on Download button to download the installer.

Install Backup Plugin

The VM backup plugin for XCP-ng should be installed on the XCP-ng pool master host and also the slave hosts, please
upload the backup plugin installer to all the hosts for installation.

After the installer is uploaded, please install it from the XCP-ng hosts' command line interface (CLI) by using the
below command.

rpm -i vxe-backup-agent-xxx.x86_64.rpm

Where the 'xxx' should be the version number same as the actually downloaded installer.
Please make sure you upload and install the backup plugin installer on all the XCP-ng hosts.

Notice
The backup plugin should NOT be installed on the XCP-ng guest OS.

Uninstall XCP-ng Backup Plugin

In order to reinstall the backup plugin or to install a newer version of backup plugin, you need to first uninstall the
existing backup plugin.
To uninstall Vinchin backup plugin for XCP-ng, please run the below command.

rpm -e vxe-backup-agent

Notice
If the XCP-ng backup plugin gets uninstalled without reinstallation or installing a newer version of backup plugin,
your VM backup jobs will fail!



Install oVirt Backup Plugin

Download Backup Plugin

The oVirt VM backup plugin can be downloaded from the login screen of Vinchin backup server's web console.
1. By clicking on Download Backup Plugin, you'll see the download options.

2. In Type dropdown list, select VM Backup Plugin option.

3. In Platform dropdown list, select Red Hat Virtualization (RHV)/oVirt.

4. In the Version dropdown list, select the exact version of your oVirt virtual platform.

5. Click on Download button to download the installer.

Notice

If you are running oVirt 4.4.7 or newer versions, backup plugin is not required to be installed.

Install Backup Plugin

The VM backup plugin for oVirt should be installed on all the oVirt hosts, please upload the backup plugin installer
to all the hosts for installation.

After the installer is uploaded, please install it from the oVirt hosts' command line interface (CLI) by using the below
command.

yum install vinchin-stack-patch-cloud-xxx.x86_64.rpm

Where the 'xxx' should be the version number same as the actually downloaded installer.
Please make sure you upload and install the backup plugin installer on all the oVirt hosts.

Notice
1. The backup plugin for oVirt must be installed with yum command instead of rom command.
2. Please DO NOT install the backup plugin on the oVirt engine!

Uninstall oVirt Backup Plugin

In order to reinstall the backup plugin or to install a newer version of backup plugin, you need to first uninstall the
existing backup plugin.

To uninstall Vinchin backup plugin for oVirt, please run the below command.

rpm -e vinchin-stack-patch-cloud

Notice
If the oVirt backup plugin gets uninstalled without reinstallation or installing a newer version of backup plugin, your
VM backup jobs will fail!



Install RHV Backup Plugin

Download Backup Plugin

The RHV VM backup plugin can be downloaded from the login screen of Vinchin backup server's web console.
1. By clicking on Download Backup Plugin, you'll see the download options.

2. In Type dropdown list, select VM Backup Plugin option.

3. In Platform dropdown list, select Red Hat Virtualization (RHV)/oVirt.

4. In the Version dropdown list, select the exact version of your RHV virtual platform.

5. Click on Download button to download the installer.

Notice

If you are running RHV 4.4.7 or newer versions, backup plugin is not required to be installed.

Install Backup Plugin

The VM backup plugin for RHV should be installed on all the RHV hosts, please upload the backup plugin installer to
all the hosts for installation.

After the installer is uploaded, please install it from the RHV hosts' command line interface (CLI) by using the below
command.

yum install vinchin-stack-patch-cloud-xxx.x86_64.rpm

Where the 'xxx' should be the version number same as the actually downloaded installer.
Please make sure you upload and install the backup plugin installer on all the RHV hosts.

Notice:
1. The backup plugin for RHV must be installed with yum command instead of rom command.
2. Please DO NOT install the backup plugin on the RHV engine!

Uninstall RHV Backup Plugin

In order to reinstall the backup plugin or to install a newer version of backup plugin, you need to first uninstall the
existing backup plugin.

To uninstall Vinchin backup plugin for RHV, please run the below command.

rpm -e vinchin-stack-patch-cloud

Notice
If the RHV backup plugin gets uninstalled without reinstallation or installing a newer version of backup plugin, your
VM backup jobs will fail!



Install OLVM Backup Plugin

Download Backup Plugin

The OLVM VM backup plugin can be downloaded from the login screen of Vinchin backup server's web console.
1. By clicking on Download Backup Plugin, you'll see the download options.

2. In Type dropdown list, select VM Backup Plugin option.

3. In Platform dropdown list, select Oracle Linux Virtualization Manager (OLVM).

4. In the Version dropdown list, select the exact version of your OLVM virtual platform.

5. Click on Download button to download the installer.

Notice

If you are running OLVM 4.4.8 or newer versions, backup plugin is not required to be installed.

Install Backup Plugin

The VM backup plugin for OLVM should be installed on all the OLVM hosts, please upload the backup plugin installer
to all the hosts for installation.

After the installer is uploaded, please install it from the OLVM hosts' command line interface (CLI) by using the below
command.

yum install vinchin-stack-patch-cloud-xxx.x86_64.rpm

Where the 'xxx' should be the version number same as the actually downloaded installer.
Please make sure you upload and install the backup plugin installer on all the OLVM hosts.

Notice
1. The backup plugin for OLVM must be installed with yum command instead of rom command.
2. Please DO NOT install the backup plugin on the RHV engine!

Uninstall OLVM Backup Plugin

In order to reinstall the backup plugin or to install a newer version of backup plugin, you need to first uninstall the
existing backup plugin.

To uninstall Vinchin backup plugin for OLVM, please run the below command.

rpm -e vinchin-stack-patch-cloud

Notice
If the OLVM backup plugin gets uninstalled without reinstallation or installing a newer version of backup plugin, your
VM backup jobs will fail!



Install Sangfor HCI Backup Plugin

Download Backup Plugin

The Sangfor HCI VM backup plugin can be downloaded from the login screen of Vinchin backup server's web console.
1. By clicking on Download Backup Plugin, you'll see the download options.

2. In Type dropdown list, select VM Backup Plugin option.

3. In Platform dropdown list, select Sangfor HCI.

4. In the Version dropdown list, select the exact version of your Sangfor HClI virtual platform.

5. Click on Download button to download the installer.

Install Backup Plugin

The VM backup plugin for Sangfor HCI should be installed on all the Sangfor hosts, please upload the backup plugin
installer to all the hosts for installation.

After the installer is uploaded, please install it from the Sangfor hosts' command line interface (CLI) .

1. By using the below command to decompress the .tar.gz package.

tar -zvxf vinchin-kvm-backup-patch-xxx-Debian.7-x86_64.tar.gz

Where the 'xxx' should be the version number same as the actually downloaded installer.
2. Enter the backup plugin package folder.

cd vinchin-kvm-backup-patch-xxx-Debian.7-x86_64

Where the 'xxx' should be the version number same as the installer package's version number.
3. Install with the below command.

./kvm_backup_patch_install

Please make sure you upload and install the backup plugin installer on all the Sangfor HCI hosts.

Uninstall Backup Plugin

In order to reinstall the backup plugin or to install a newer version of backup plugin, you need to first uninstall the
existing backup plugin.
To uninstall Vinchin backup plugin for Sangfor HCI, please run the below command from Sangfor HCI host CLI.

./kvm_backup_patch_uninstall

The uninstall command should be executed from the folder decompressed from the installer package.

Notice
If the Sangfor HCI backup plugin gets uninstalled without reinstallation or installing a newer version of backup plugin,

your VM backup jobs will fail!



Install H3C Backup Plugin

Download Backup Plugin

The H3C UIS/CAS VM backup plugin can be downloaded from the login screen of Vinchin backup server's web
console.

1. By clicking on Download Backup Plugin, you'll see the download options.

2. In Type dropdown list, select VM Backup Plugin option.

3. In Platform dropdown list, select H3C UIS/CAS.

4. In the Version dropdown list, select the exact version of your H3C virtual platform.

5. Click on Download button to download the installer.

Install Backup Plugin

The VM backup plugin for H3C should be installed on all the H3C hosts, please upload the backup plugin installer to
all the hosts for installation.

After the installer is uploaded, please install it from the H3C hosts' command line interface (CLI) .

1. By using the below command to decompress the .tar.gz package.

tar -zvxf vinchin-kvm-backup-patch-xxx-x86_64.tar.gz

Where the 'xxx' should be the version number same as the actually downloaded installer.
2. Enter the backup plugin package folder.

cd vinchin-kvm-backup-patch-xxx-x86_64

Where the 'xxx' should be the version number same as the installer package's version number.
3. Install with the below command.

./kvm_backup_patch_install

Please make sure you upload and install the backup plugin installer on all the H3C hosts.

Uninstall Backup Plugin

In order to reinstall the backup plugin or to install a newer version of backup plugin, you need to first uninstall the
existing backup plugin.
To uninstall Vinchin backup plugin for H3C, please run the below command from H3C host CLI.

./kvm_backup_patch_uninstall

The uninstall command should be executed from the folder decompressed from the installer package.

Notice
If the H3C backup plugin gets uninstalled without reinstallation or installing a newer version of backup plugin, your
VM backup jobs will fail!



Install ZStack Backup Plugin

Download Backup Plugin

The ZStack VM backup plugin can be downloaded from the login screen of Vinchin backup server's web console.
1. By clicking on Download Backup Plugin, you'll see the download options.

2. In Type dropdown list, select VM Backup Plugin option.

3. In Platform dropdown list, select ZStack Cloud.

4. In the Version dropdown list, select the exact version of your ZStack virtual platform.

5. Click on Download button to download the installer.

Install Backup Plugin

The VM backup plugin for ZStack should be installed on all the ZStack hosts, please upload the backup plugin installer
to all the hosts for installation.
After the installer is uploaded, please install it from the ZStack hosts' command line interface (CLI) .
Enter the directory where you uploaded the backup plugin, and then use below command to install the backup
plugin.
yum install vinchin-stack-patch-cloud-xxx-1.el7.x86_64.rpm
Where the ‘xxx” should be the version number same as the actual downloaded installer.
Please make sure you upload and install the backup plugin installer on all the ZStack hosts.

Uninstall Backup Plugin

In order to reinstall the backup plugin or to install a newer version of backup plugin, you need to first uninstall the
existing backup plugin.
To uninstall Vinchin backup plugin for ZStack, please run the below command from ZStack host CLI.

rpm -e vinchin-stack-patch-cloud

The uninstall command should be executed from the folder decompressed from the installer package.

Notice
If the ZStack backup plugin gets uninstalled without reinstallation or installing a newer version of backup plugin,

your VM backup jobs will fail!



Install OpenStack Backup Plugin

Download Backup Plugin

The OpenStack VM backup plugin can be downloaded from the login screen of Vinchin backup server's web console.
1. By clicking on Download Backup Plugin, you'll see the download options.

2. In Type dropdown list, select VM Backup Plugin option.

3. In Platform dropdown list, select OpenStack.

4. In the Version dropdown list, select the exact version of your OpenStack virtual platform.

Cloud (RHEL) is for OpenStack on Red Hat Enterprise Linux, the downloaded backup plugin installer shoud be a .rpm
package.

Cloud (UBUNTU) is for OpenStack on Ubuntu Linux, the downloaded backup plugin installer should be a .deb
package.

Docker (RHEL) is for OpenStack containerized with Docker on Red Hat Enterprise Linux, the downloaded backup
plugin installer should be a .rpm package.

Docker (UBUNTU) is for OpenStack containerized with Docker on Ubuntu Linux, the downloaded backup plugin
installer should be a .deb package.

5. Click on Download button to download the installer.

Install Backup Plugin

The VM backup plugin for OpenStack should be installed on all the controller nodes, if the controller nodes can SSH
log in to the compute nodes without using a password, then you don't have to install backup plugin on the compute
nodes, otherwise, the backup plugin should also be installed on all the compute nodes.

Please upload the backup plugin installer to all the hosts for installation.

After the installer is uploaded, please install it from the OpenStack hosts' command line interface (CLI).

Cloud (RHEL) install with the below command.

rpm -i vinchin-stack-patch-cloud-xxx.x86_64.rpm
Cloud (UBUNTU) install with the below command.

sudo dpkg -i vinchin-stack-patch-cloud-xxx.Ubuntu.x86 64.deb
Docker (RHEL) install with the below command.

rpm -i vinchin-stack-patch-docker-xxx.x86_64.rpm

Docker (UBUNTU) install with the below command.

sudo dpkg -i vinchin-stack-patch-docker-xxx.Ubuntu.x86 64.deb

Please make sure you upload and install the backup plugin installer on all the OpenStack hosts.
Uninstall Backup Plugin

In order to reinstall the backup plugin or to install a newer version of backup plugin, you need to first uninstall the



existing backup plugin.

To uninstall Vinchin backup plugin for OpenStack, please run the below command from OpenStack host CLI.
Cloud (RHEL) uninstall with the below command.

rpm -e vinchin-stack-patch-cloud
Cloud (UBUNTU) uninstall with the below command.
sudo dpkg -r vinchin-stack-patch-cloud
Docker (RHEL) uninstall with the below command.
rpm -e vinchin-stack-patch-docker
Docker (UBUNTU) uninstall with the below command.

sudo dpkg -r vinchin-stack-patch-docker
Notice

If the OpenStack backup plugin gets uninstalled without reinstallation or installing a newer version of backup plugin,
your VM backup jobs will fail!
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Add Virtual Infrastructure

VMware vShpere

Add VMware vSphere Virtual Platform

To add VMware vCenter server or standalone ESXi host to Vinchin, follow the steps below.

1. Go to Resources > Virtual Infrastructure > Virtual Platform page.

2. Click on Add button.

3. In the Platform dropdown list, select VMware vSphere.

4. In the IP/Domain field, specify the IP address or domain name of the vCenter server, or if it's a standalone ESXi
host, please specify the IP address or domain name of the standalone ESXi host that you wish to add.

5. In the Username and Password fields, specify credentials of the vCenter server or standalone ESXi host.

6. In the Name field, specify a custom name for this newly added virtual platform.

7. Click on OK to add the VMware virtual platform.

Notice
Please make sure Vinchin backup server can access the VMware virtual platform on ports 443 and 902, otherwise
you will not be able to add virtual platform or perform VM backup.

License VMware Virtual Platform for Backup

Once you had successfully added the VMware virtual platform to Vinchin backup server, in the Virtual Platform
List, the VMware virtual platform will be listed.

If your license type is "Per CPU Sockets", the VMware virtual platform will be Unlicensed state, at this moment
you are unable to create any backup job for the VMware VMs.

To get the VMware virtual platform licensed for backup, please do as follows.

1. Click on the License button.

2. In the Host Licensing dialog, select all hosts of the VMware virtual platform.

3. Click on License button to get the VMware hosts Licensed for VM backup.

Once the VMware virtual platform gets licensed, you are now able to create backup jobs for the VMware VMs.



Hyper-V

Add Hyper-V Virtual Platform

To add Hyper-V virtual platform to Vinchin, follow the below steps.

1. Go to Resources > Virtual Infrastructure > Virtual Platform page.

2. Click on Add button.

3. In the Platform dropdown list, select Microsoft Hyper-V.

4. In the Type dropdown list select the deployment type of you Hyper-V.

5. In the IP/Domain field, enter the SCVMM server IP if your Hyper-V virtual platform is managed by a SCVMM
management server; enter the cluster IP if your Hyper-V virtual platform is deployed as Failover Cluster; enter the
IP address of the Hyper-V server or Windows Server with Hyper-V Role, if it's a standalone deployment.

6. In the Username field, enter the domain user with administrator permissions of the SCYMM server and all
other hosts if your Hyper-V virtual platform is managed by a SCVMM management server; enter the domain user
with local administrator permissions of all clustered hosts if it's a failover clustering environment; enter the
administrator username if it's a standalone deployment.

7. In the Password field enter the corresponding password of the username you specified above.

8. In the Name field, specify a custom name for this newly added virtual infrastructure.

9. Click on OK to add the Hyper-V virtual platform.

Notice
Please make sure Vinchin backup server can access the Hyper-V virtual platform on port 29200 and 29201,

otherwise you will not be able to add virtual platform or perform VM backup.

License Hyper-V Virtual Platform for Backup

Once you had successfully added the Hyper-V virtual platform to Vinchin backup server, in the Virtual Platform
List, the Hyper-V virtual platform will be listed.

If your license type is "Per CPU Sockets", the Hyper-V virtual platform will be Unlicensed state, at this moment you
are unable to create any backup job for the Hyper-V VMs.

To get the Hyper-V virtual platform licensed for backup, please do as follows.

1. Click on the License button.

2. In the Host Licensing dialog, select all hosts of the Hyper-V virtual platform.

3. Click on License button to get the Hyper-V hosts licensed for VM backup.

Once the Hyper-V virtual platform gets licensed, you are now able to create backup jobs for the VMs.



Citrix Hypervisor

Add Citrix Virtual Platform

To add Citrix Hypervisor (XenServer) virtual platform to Vinchin, follow the below steps.
. Go to Resources > Virtual Infrastructure > Virtual Platform page.
. Click on Add button.
. In the Platform dropdown list, select Citrix XenServer/Citrix Hypervisor.

1
2
3
4. In the IP/Domain field, specify the IP address or domain name of the Citrix pool master.
5. In the Username and Password fields, specify credentials of the pool master host.

6. In the Name field, specify a custom name for this newly added virtual infrastructure.

7

. Click on OK to add the Citrix Hypervisor (XenServer) virtual platform.

Notice
Please make sure Vinchin backup server can access the Citrix virtual platform on port 80, 443 and 29202, otherwise
you will not be able to add virtual platform or perform VM backup.

License Citrix Virtual Platform for Backup

Once you had successfully added the Citrix Hypervisor (XenServer) virtual platform to Vinchin backup server, in the
Virtual Platform List, the Citrix Hypervisor (XenServer) virtual platform will be listed.

If your license type is "Per CPU Sockets", the Citrix Hypervisor (XenServer) virtaul platform will be Unlicensed
state, at this moment you are unable to create any backup job for the Citrix VMs.

To get the Citrix virtual platform licensed for backup, please do as follows.

1. Click on the License button.

2. In the Host Licensing dialog, select all hosts of the Citrix Hypervisor (XenServer) virtual platform.

3. Click on License button to get the Citrix Hypervisor (XenServer) hosts autorized for VM backup.

Once the Citrix virtual platform gets licensed, you are now able to create backup jobs for the Citrix VMs.

XCP-ng

Add XCP-ng Virtual Platform

To add XCP-ng virtual platform to Vinchin, follow the below steps.

1. Go to Resources > Virtual Infrastructure > Virtual Platform page.

2. Click on Add button.

3. In the Platform dropdown list, select XCP-ng.

4. In the IP/Domain field, specify the IP address or domain name of the XCP-ng pool master.
5. In the Username and Password fields, specify credentials of the pool master host.

6. In the Name field, specify a custom name for this newly added virtual platform.



7. Click on OK to add the XCP-ng virtual platform.

Notice
Please make sure Vinchin backup server can access the XCP-ng virtual platform on port 80, 443 and 29202,
otherwise you will not be able to add virtual platform or perform VM backup.

License XCP-ng Virtual Platform for Backup

Once you had successfully added the XCP-ng virtual platform to Vinchin backup server, in the Virtual Platform List,
the XCP-ng virtual platform will be listed.

If your license type is "Per CPU Sockets", the XCP-ng virtual platform will be Unlicensed state, at this moment you
are unable to create any backup job for the XCP-ng VMs.

To get the XCP-ng virtual platform licensed for backup, please do as follows.

1. Click on the License button.

2. In the Host Licensing dialog, select all hosts of the XCP-ng virtual platform.

3. Click on License button to get the XCP-ng hosts Licensed for VM backup.

Once the XCP-ng virtual platform gets licensed, you are now able to create backup jobs for the XCP-ng VMs.

oVirt

Add oVirt Virtual Platform

To add oVirt virtual platform to Vinchin, follow the steps below.

. Go to Resources > Virtual Infrastructure > Virtual Platform page.

. Click on Add button.

. In the Platform dropdown list, select oVirt.

. In the IP/Domain field, specify the IP address or domain name of the oVirt engine.

v h W N -

. For the Username field, there are 2 circumstances.

If you are running oVirt version 4.5.0 or older versions, or if you had upgraded from older versions to 4.5.1 or

newer, default username is “admin” and it should be used with the “internal” domain, so you should type

“admin@internal” here.

e Ifit'safresh new installation of oVirt 4.5.1 or newer version, Keycloak is configured as a default SSO provider
for oVirt Engine, you should use “admin@ovirt@internalsso” as the username.

6. In the Password field, please type in the password for oVirt engine admin user.

7. In the Name field, specify a custom name for this newly added virtual platform.

8. As for Engine Backup, it is optional, it can be used to backup the oVirt engine metadata.

To enable engine backup, you need to use root permission of the oVirt engine.



Daily Backup at 23:00:00 ©

Restore Points 30 P
Backup Node localhost localdomain(172.18.1.10) v

Backup Storage Local Disk1(Local Disk, Capacity :3.72T8, Free Space:3.72TB) v

With the above settings, Vinchin Backup & Recovery will automatically backup oVirt engine at 11pm every day,
and 30 backups will be saved for restore purpose.
9. Click on OK to add the oVirt virtual platform.

Notice
Please make sure Vinchin backup server can access the oVirt virtual platform on port 443, 29203 and 29204,
otherwise you will not be able to add virtual platform or perform VM backup.

License oVirt Virtual Platform for Backup

Once you had successfully added the oVirt virtual platform to Vinchin backup server, in the Virtual Platform List,
the oVirt virtual platform will be listed.

If your license type is "Per CPU Sockets", the oVirt virtual platform will be Unlicensed state, at this moment you
are unable to create any backup job for the oVirt VMs.

To get the oVirt virtual platform licensed for backup, please do as follows.

1. Click on the License button.

2. In the Host Licensing dialog, select all hosts of the oVirt virtual platform.

3. Click on License button to get the oVirt hosts licensed for VM backup.

Once the oVirt virtual platform gets licensed, you are now able to create backup jobs for the oVirt VMs.

Red Hat Virtualization (RHV)

Add RHV Virtual Platform

To add RHV virtual platform to Vinchin, follow the steps below.

1. Go to Resources > Virtual Infrastructure > Virtual Platform page.

2. Click on Add button.

3. In the Platform dropdown list, select Red Hat Virtualization (RHV).

4. In the IP/Domain field, specify the IP address or domain name of the RHV engine.

5. In the Username field, the default username is “admin” and it should be used with the “internal” domain, so
you should probably type “admin@internal” here.

6. In the Password field, please type in the password for RHV engine admin user.

7. In the Name field, specify a custom name for this newly added virtual platform.

8. As for Engine Backup, it is optional, it can be used to backup the RHV engine metadata.
To enable engine backup, you need to use root permission of the RHV engine.
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Restore Points 30 P
Backup Node localhost localdomain(172.18.1.10) v

Backup Storage Local Disk1(Local Disk, Capacity :3.72T8, Free Space:3.72TB) v

With the above settings, Vinchin Backup & Recovery will automatically backup RHV engine at 11pm every day, and
30 backups will be saved for restore purpose.
8. Click on OK to add the RHV virtual platform.

Notice
Please make sure Vinchin backup server can access the RHV virtual platform on port 443, 29203 and 29204,
otherwise you will not be able to add virtual platform or perform VM backup.

License RHV Virtual Platform for Backup

Once you had successfully added the RHV virtual platform to Vinchin backup server, in the Virtual Platform List,
the RHV virtual platform will be listed.

If your license type is "Per CPU Sockets", the RHV virtual platform will be Unlicensed state, at this moment you are
unable to create any backup job for the RHV VMs.

To get the RHV virtual platform licensed for backup, please do as follows.

1. Click on the License button.

2. In the Host Licensing dialog, select all hosts of the RHV virtual platform.

3. Click on License button to get the RHV hosts licensed for VM backup.

Once the RHV virtual platform gets licensed, you are now able to create backup jobs for the RHV VMs.

Oracle Linux Virtualization Manager (OLVM)

Add OLVM Virtual Platform

To add OLVM virtual platform to Vinchin, follow the steps below.

1. Go to Resources > Virtual Infrastructure > Virtual Platform page.

2. Click on Add button.

3. In the Platform dropdown list, select Oracle Linux Virtualization Manager (OLVM).

4. In the IP/Domain field, specify the IP address or domain name of the OLVM engine.

5. In the Username field, the default username is “admin” and it should be used with the “internal” domain, so
you should probably type “admin@internal” here.

6. In the Password field, please type in the password for OLVM engine admin user.

7. In the Name field, specify a custom name for this newly added virtual platform.

8. As for Engine Backup, it is optional, it can be used to backup the OLVM engine metadata.
To enable engine backup, you need to use root permission of the OLVM engine.
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Restore Points 30 P
Backup Node localhost localdomain(172.18.1.10) v

Backup Storage Local Disk1(Local Disk, Capacity :3.72T8, Free Space:3.72TB) v

With the above settings, Vinchin Backup & Recovery will automatically backup OLVM engine at 11pm every day,
and 30 backups will be saved for restore purpose.
8. Click on OK to add the OLVM virtual platform.

Notice
Please make sure Vinchin backup server can access the OLVM virtual platform on port 443, 29203 and 29204,
otherwise you will not be able to add virtual platform or perform VM backup.

License OLVM Virtual Platform for Backup

Once you had successfully added the OLVM virtual platform to Vinchin backup server, in the Virtual Platform List,
the OLVM virtual platform will be listed.

If your license type is "Per CPU Sockets", the OLVM virtual platform will be Unlicensed state, at this moment you
are unable to create any backup job for the OLVM VM.

To get the OLVM virtual platform licensed for backup, please do as follows.

1. Click on the License button.

2. In the Host Licensing dialog, select all hosts of the OLVM virtual platform.

3. Click on License button to get the OLVM hosts licensed for VM backup.

Once the OLVM virtual platform gets licensed, you are now able to create backup jobs for the OLVM VM.

Sangfor HCI

Add Sangfor HCI Virtual Platform

To add Sangfor HCl virtual platform to Vinchin, follow the below steps.

1. Go to Resources > Virtual Infrastructure > Virtual Platform page.

2. Click on Add button.

3. In the Platform dropdown list, select Sangfor HCI.

4. In the IP/Domain field, specify the IP address of the Sangfor HCI master node, or if it's cluster deployment, the
virtual IP of the cluster must be used here.

5. In the Username and Password fields, specify credentials of the super admin user.

6. In the Name field, specify a custom name for this newly added virtual platform.

7. Click on OK to add the Sangfor HCl virtual platform.

If you are running Sangfor HCI 6.3 or higher versions, please enable SSH port from Sangfor HCI web console on the
System -> Port Management page.



And if you had enabled Allow SSH Access by IP Address option, please add Vinchin backup server’s IP address into
the IP Address list at the bottom of this page. Otherwise Vinchin will fail to backup the UEFI boot mode VMs.

Notice
Please make sure Vinchin backup server can access the Sangfor HCI virtual platform on port 443, 29203 and 29204,
otherwise you will not be able to add virtual platform or perform VM backup.

License Sangfor HCI Virtual Platform for Backup

Once you had successfully added the Sangfor HCI virtual platform to Vinchin backup server, in the Virtual Platform
List, the Sangfor HCI virtual platform will be listed.

If your license type is "Per CPU Sockets", the Sangfor HCI virtaul platform will be Unlicensed state, at this moment
you are unable to create any backup job for the Sangfor HCI VMs.

To get the Sangfor HCl virtual platform licensed for backup, please do as follows.

1. Click on the License button.

2. In the Host Licensing dialog, select all hosts of the Sangfor HCl virtual platform.

3. Click on License button to get the Sangfor HCI hosts licensed for VM backup.

Once the Sangfor HCl virtual platform gets licensed, you are now able to create backup jobs for the VMs.

Huawei FusionCompute

Add Huawei FusionCompute Virtual Platform

To add Huawei FusionCompute virtual platform to Vinchin, follow the below steps.

1. Go to Resources > Virtual Infrastructure > Virtual Platform page.

2. Click on Add button.

3. In the Platform dropdown list, select Huawei FusionCompute (KVM).

4. In the IP/Domain field, specify the IP address and port number of the FusionCompute Virtual Resource
Manager (VRM) server in format "server_ip:7443" without quotes. E.g., 172.18.5.202:7443.

5. In the Username field, the northbound interface authentication account should be used, the default username
used by FusionCompute is “gesysman”.

6. In the Password field, please type in the northbound interface authentication account password.

7. In the Name field, specify a custom name for this newly added virtual platform.

8. Click on OK to add the Huawei FusionCompute virtual platform.

Notice
Please make sure Vinchin backup server can access the Huawei FusionCompute virtual platform on port 7443,
35000~35020, otherwise you will not be able to add virtual platform or perform VM backup.



License Huawei FusionCompute Virtual Platform for Backup

Once you had successfully added the Huawei FusionCompute virtual platform to Vinchin backup server, in the
Virtual Platform List, the virtual platform will be listed.

If your license type is "Per CPU Sockets", the Huawei FusionCompute virtaul platform will be Unlicensed state, at
this moment you are unable to create any backup job for the Huawei FusionCompute VMs.

To get the Huawei FusionCompute virtual platform licensed for backup, please do as follows.

1. Click on the License button.

2. In the Host Licensing dialog, select all hosts of the Huawei FusionCompute virtual platform.

3. Click on License button to get all the hosts licensed for VM backup.

Once the Huawei FusionCompute virtual platform gets licensed, you are now able to create backup jobs for the
Huawei FusionCompute VMs.

H3C

Add H3C Virtual Platform

To add H3C virtual platform to Vinchin, follow the below steps.

1. Go to Resources > Virtual Infrastructure > Virtual Platform page.

2. Click on Add button.

3. In the Platform dropdown list, select H3C UIS/CAS.

4. In the IP/Domain field, specify the IP address and port number of the H3C CVM server in format
"server_ip:8080" without quotes.

5. In the Username and Password fields, specify credentials of the administrator.

6. In the Name field, specify a custom name for this newly added virtual platform.

7. Click on OK to add the H3C virtual platform.

Notice
Please make sure Vinchin backup server can access the H3C virtual platform on port 443, 29203 and 29204,
otherwise you will not be able to add virtual platform or perform VM backup.

License H3C Virtual Platform for Backup

Once you had successfully added the H3C virtual platform to Vinchin backup server, in the Virtual Platform List,
the H3C virtual platform will be listed.

If your license type is "Per CPU Sockets", the H3C virtual platform will be Unlicensed state, at this moment you are
unable to create any backup job for the H3C VMs.

To get the H3C virtual platform licensed for backup, please do as follows.

1. Click on the License button.

2. In the Host Licensing dialog, select all hosts of the H3C virtual platform.

3. Click on License button to get the H3C hosts licensed for VM backup.



Once the H3C virtual platform gets licensed, you are now able to create backup jobs for the H3C VM instance.

ZStack Cloud

Add ZStack Cloud Virtual Platform

To add ZStack virtual platform to Vinchin, follow the below steps.

1. Go to Resources > Virtual Infrastructure > Virtual Platform page.

2. Click on Add button.

3. In the Platform dropdown list, select ZStack Cloud.

4. In the IP/Domain field, specify the IP address and port number of the ZStack management node in format
"node_ip:8080" without quotes.

5. In the Username and Password fields, specify credentials of the administrator.

6. In the Name field, specify a custom name for this newly added virtual infrastructure.

7. Click on OK to add the ZStack Cloud virtual platform.

Notice
Please make sure Vinchin backup server can access the ZStack virtual platform on port 443, 29203 and 29204,
otherwise you will not be able to add virtual platform or perform VM backup.

Authorize ZStack Virtual Platform for Backup

Once you had successfully added the ZStack virtual platform to Vinchin backup server, in the Virtual Platform List,
the ZStack virtual platform will be listed.

If your license type is "Per CPU Sockets", the ZStack virtual platform will be Unlicensed state, at this moment you
are unable to create any backup job for the ZStack VM instances.

To get the ZStack virtual platform licensed for backup, please do as follows.

1. Click on the License button.

2. In the Host Licensing dialog, select all hosts of the ZStack virtual platform.

3. Click on License button to get the ZStack hosts licensed for VM backup.

Once the ZStack virtual platform gets licensed, you are now able to create backup jobs for the ZStack VM
instances.

OpenStack

Add OpenStack Cloud Platform

To add OpenStack cloud platform to Vinchin backup server, please do as follows.
1. Go to Resources > Virtual Infrastructure > Cloud Platform page.
2. Click on Add button.



3. In the Platform dropdown list, select OpenStack.

4. In the IP/Domain Name field, please enter the kolla internal vip address orthe

kolla internal_ fqdn.

5. By turning the Advanced Settings option on, you can configure the endpoint API from Public, Admin or
Internal. For the port number, please use the default port number, otherwise you need to check the keystone
identity services to determine the port number. For the Domain, please enter the Keystone domain which the
project belongs to.

8. In the Username and Password fields, enter the credentials for the project admin.

9. In the Name field, specify a custom name for this newly added virtual infrastructure.

10. Click on OK to add OpenStack virtual platform.

License OpenStack Cloud Platform for Backup

Once OpenStack cloud platform has been successfully added, it will be listed in the Cloud Platform List.
If you are running Vinchin Backup & Recovery with the free trial license, the OpenStack virtaul platform will be in
Unlicensed state, at this moment you are unable to create any backup job for the VM instances.
To get the OpenStack virtual platform licensed for backup, please do as follows.

1. Click on the License button.

2. In the Host Licensing dialog, select all hosts of the OpenStack cloud platform.

3. Click on License button to get the OpenStack hosts licensed for VM backup.

Once the OpenStack virtual platform gets licensed, you are now able to create backup jobs for the VM instances.

Notice

The recommended license model of Vinchin Backup & Recovery to backup OpenStack cloud platform is "Per VM

License", if you wish to use the "Per VM License", please contact your Vinchin account manager or contact Vinchin

Support Team for help.



Overview of VM Backup Features

This section contains the following topics:
Backup Methods

Backup Data Reduction

Backup Data Encryption

Retention Policy

GFS Retention

Data Transmission

Incremental Mode

Backup Methods

With Vinchin Backup & Recovery, you can schedule Full Backup, Incremental Backup, Differential Backup and Forever
Incremental Backup to protect your VMs.

Full Backup

The full backup is the most complete type of backup, it will create a full copy of the data assets to the backup
repository. It is considered the simplest way for backup and recovery, but at the same time, it is the most storage
space occupation and time-consuming backup method. As a result, it is either scheduled with longer backup
intervals or shorter retention time.

Incremental Backup

Incremental backup is a backup method which backs up the new and changed data since the previous backup (full
or incremental). Usually, it requires a full backup to be taken in longer time intervals, and then run the incremental
backups in shorter time intervals.

Differential Backup
Differential backup is the backup method which backs up the new and changed data since the previous full backup.
Forever Incremental Backup

Forever Incremental backup will start with an initial full backup and then runs incremental backups without any
further full backups. In other words, it always backs up the new and changed data blocks comparing to the previous
backup.



Backup Data Reduction

Vinchin Backup & Recovery provides multiple methods, such as Data deduplication, Data compression and
BitDetector (a unique feature in Vinchin Backup & Recovery), to reduce the size of stored backups.

This section contains the following topics:

® Data Deduplication

® Data Compression

® BitDetector

Data Deduplication

Data deduplication is a method for reducing backup size. With data deduplication enabled, Vinchin Backup &
Recovery reduce the amount of backup data stored by eliminating duplicated and zeroed data blocks and storing
only the unique data blocks. It's a built-in functionality and do not require storage server support.

Data Compression

Data compression a method for reducing backup size. With data compression enabled, compress backup data in
specific block size to save backup storage space. Utilizes the high efficiency LZO compression algorithm, compression
ratio can be more than 50%. It's a built-in functionality and do not require storage server support.

BitDetector

BitDetector is a Vinchin unique feature for VM backup, it is a feature set which consists of exclude the following
items from backing up.

® Swap file blocks

® Deleted file blocks

® unpartitioned spaces and partition gaps

BitDetector currently works on NTFS filesystem, with BitDetector, all the above-mentioned data of the Windows
VMs will be excluded from backing up. Except data deduplication and compression, it is another important feature
which helps reducing the backup data size.

Backup Data Encryption

Backup data encryption, is a feature designed to protect your backup data from unauthorized access.
When it’s enabled, the backup data will be encrypted and then written into backup storage, a password can be used
to secure the backups. When restoring those data, password verification is required before restoration.



Retention Policy

Short-term Retention

Retention policy defines the number of restore points or number of days to keep your backup data. Specify the

restore points/days Vinchin Backup & Recovery will purge the obsolete

points/days from backup storage, keep the latest restore points/days.

® Differential backup job: Each differential restore point depends on the previous full restore point. When
retention policy has been triggered, Vinchin Backup & Recovery will start deleting the earliest differential
restore points, when all the differential restore points between the first and the second full restore points had
been deleted, and when retention policy has been triggered for the next time, the first full restore point will
be deleted.

® Incremental backup job: When the retention policy of an incremental backup job has been triggered, Vinchin
Backup & Recovery will try to merge the first incremental restore point with the full restore point on the first
backup chain, the full restore point will step forward and the first incremental restore point will be gone. It will
run the same process until all incremental restore points had been merged with the first full restore point. After
that when the retention policy had been triggered for the next time, the first full restore point will be deleted,
and then the second backup chain becomes the first and the restore point merging process goes on the same
way

® Forever incremental backup job: Different from incremental backup, forever incremental backup will only
create one backup chain for each VM included in the job, when retention policy has been triggered, Vinchin
Backup & Recovery will merge the first incremental restore point with the only full restore point at the
beginning of the backup chain, and the timestamp of the full restore point will keep stepping forward each
time when the incremental restore point had been merged.

Warning

If you select Retention Mode as Number of Days, please be cautious of while Vinchin Backup & Recovery have been
powered off for several days (over retention days), retention policy will trigger while you start Vinchin Backup &
Recovery. The data will be expired and deleted.

Long-term (GFS) Retention

GFS retention, also as known as Grandfather-Father-Son retention. It is a long-term data retention policy which
allows you to retain your VM backups for longer period of time using a minimal amount of storage resource. Vinchin
Backup & Recovery implemented GFS retention to retain the following backups for different periods of time
respectively:

®  Weekly full backup

®  Monthly full backup

® Yearly full backup

For the weekly full backup, you can specify a day of the week on which the full backup is supposed to be created,
and specify for how long (how many weeks) to be retained. Then Vinchin Backup & Recovery will start to wait and
tag the first coming full backup of the week. The tagged full backup will be retained for the specified number of



weeks, and the general short-term retention policy will not purge the tagged weekly full backup until the tag is
expired. As for the monthly and yearly full backups, GFS retention works the same way.

GFS retention policy can be configured during the VM backup job creation process, when the job started to run
regularly according to its schedule. The specific backups will also be tagged automatically as per your configurations.
The tagged full backups (restore points) can be seen on the VM Backup > Backup Data page, the tags can be added
or removed manually on the same page if needed, but GFS retention only works with full backups (full restore
points).

GFS retention works independently with the general short-term retention policy, so you can implement both general
and GFS retention policies in a VM backup job. Additionally, for some specific backups, you can manually tag them
with the forever retention tag to keep them in the backup storage permanently.

Data Transmission

Vinchin offers various data transmission options for users to perform VM backup. Users can choose flexibly from
the following transmission options based on user demands and the actual virtual and backup infrastructure
deployments.

LAN

LAN Encrypted

LAN-free

HotAdd

NBD

ImagelO

Backup Proxy
Transmission Network

LAN

The local area network (LAN) can be the production network or a dedicated network for transmission. With this
option chosen, VM data will be transferred using the TCP/IP connection between the source virtual platform and
the target backup storage.

Encrypted Transmission

When VM data is being transmitted over the network, Vinchin Backup & Recovery will encrypt the transmission
path to guarantee the data is not compromised during backup and restore processes.

LAN-free

For virtual infrastructures with central storage servers, system administrators usually use a storage area network, to
improve data storage efficiency, redundancy, and flexibility.

To backup virtual machines within this kind of virtual infrastructure, users can use the existing SAN for virtual



machine backup and recovery. It is also called LAN-free backup.

The benefits of implementing LAN-Free backup and recovery are as follows:

® The backup and recovery data flows will only go through the SAN without passing it through the hosts and
production network.

® Minimize the impact on critical business operations.

® The highly efficient backup and recovery process can minimize possible business downtime.

® More backup job sessions can be scheduled for shorter RPOs.

Backup data can be transferred from the production storage area to the backup storage area directly via SAN using

Fibre Channel (FC), Internet SCSI (iSCSI), or NFS protocols.

To transfer via SAN (LAN-free), you need to add a LAN-free path from the Resources > Virtual Infrastructure > LAN-

free page first.

HotAdd

HotAdd is a VMware ESXi server capability which enables the VM virtual disks to be directly attached to the backup
server VM, the backup server VM can then read data blocks from/to the virtual disks directly bypassing the
hypervisor's (VMware ESXi) TCP/IP stack.

Vinchin Backup & Recovery provides 2 ways to utilize HotAdd transport for VMware vShpere virtual machine backup.
1. If your Vinchin backup server is installed as a VM within the VMware ESXi cluster, you can directly enable HotAdd
transport mode.

2. If your Vinchin backup server is installed on a physical machine, to be able to utilize HotAdd transport functionality,
you need to install Vinchin backup proxy as a VM within the VMware ESXi cluster.

Notice
HotAdd only works with SCSI disks but not IDE disks.

NBD

Network Block Device (NBD) is a network protocol allows Vinchin Backup & Recovery to access block devices of the
VMs over the network for backup and restore activities.

Currently, NBD transport protocol is supported with Huawei FusionCompute virtual platform.

ImagelO

Vinchin Backup & Recovery use ImagelO APl perform full or incremental backups for VM without temporary
snapshots. With the implementation of ImagelO API, you can use CBT for incremental backups, and also no backup
plugin installation required.

ImagelO API is applicable with the following virtual platforms:

® RedHat Virtualization version = 4.4.7

® oVirtversion = 4.4.7

® OLVM =448



Backup Proxy

Vinchin backup proxy is an optional backup infrastructure component dedicated for VMware virtual platform, it can
utilize the HotAdd technology of the ESXi server for efficient VM backup.

If you are backing up your VMware virtual platform through LAN, and your Vinchin backup server is installed on a
physical machine, you can choose to install a Vinchin backup proxy VM on the ESXi cluster for implementation of
HotAdd backup.

If your Vinchin backup server is installed as a VM on the ESXi cluster, then Vinchin backup proxy installation is not
required, because the backup proxy functionality is already built-in on the Vinchin backup server VM.

Transmission Network

Transmission network is set for eliminate the impact on business-critical services while in backup. If you have a
separated network (e.g., storage network) for VM backup, please specify the network address in the Transmission
Network field in “network/prefix_length” format, e.g., 172.16.0.0/16.

Backup over a transmission network is applicable with the following virtual platforms:

VMware vSphere

Citrix Hypervisor (XenServer)

Red Hat Virtualization (RHV)

oVirt

Oracle Linux Virtualization Manager (OLVM)

Sangfor HCI

ZStack Cloud

H3C CAS/UIS

Incremental Mode

Changed Block Tracking (CBT)

CBT (Changed Block Tracking) is an incremental backup technology built-in in the virtual platforms for a quicker VM
incremental backup process and smaller size of backup data. As a result, it can reduce the amount of time
incremental backup takes, and also reduces the storage space by saving the new and changed data only.

Vinchin Backup & Recovery now had implemented CBT support for:

VMware vSphere

Citrix Hypervisor (XenServer 7.3 and higher)

XCP-ng

RHV (4.4.7 or newer)

oVirt (4.4.7 or newer)

OLVM (4.4.8 or newer)

Huawei FusionCompute (KVM)



SpeedKit

SpeedKit is a unique feature introduced by Vinchin for high-efficiency VM incremental backups. It is an alternative
incremental backup technology to those hypervisors do not have CBT implementations yet. Currently SpeedKit can
be used for incremental backups of the following virtual platforms:

Citrix XenServer (version below 7.3)

Red Hat Virtualization (version below 4.4.7)

oVirt (version below 4.4.7)

Oracle Linux Virtualization Manager (version below 4.4.8)

OpenStack

Sangfor HCI

When SpeedKit is applied to an incremental backup job, there will be a snapshot kept in the datastore for each of

the VMs included in the backup job. This is for rapid calculation of the data changes of the VM disks.

Ordinary

Ordinary incremental mode can be used when the virtual platform does not have CBT implementation or users do
not want to use SpeedKit as the incremental mode. Ordinary incremental mode will take longer time to calculate
the increments of the VM data than CBT and SpeedKit.

Change Incremental Mode

Incremental mode of an existing VM backup job can be changed if required. To change the incremental mode, simply
stop and edit the job. In step 3 of the job editing wizard, click on the Advanced Strategy tab, in the Incremental
Mode dropdown list, please select another incremental mode then save the modification.

Changing of the incremental mode will result in the next incremental backup downgrade to full backup. If changing
from SpeedKit to CBT or Ordinary mode, the reserved VM snapshot will be cleared on the next run of the job.



Create VM Backup Job

To create a VMware vSphere backup job, you can get started from the VM Backup > Virtual Machines page by
selecting target VM(s) and then click on Create new job, or you can get started from VM Backup > Backup page.
The New Backup Job wizard for VMware vSphere opens. Please complete the wizard as instructed in the sections
below:

Step 1. Select VMs to Backup

Step 2. Select Backup Destination

Step 3. Configure Backup Strategies

Step 4. Review and Confirm Job Settings

Step 1. Select VMs to Backup

To get started on creating a VM backup job, you can either do it from VM Backup > Virtual Machines page or from
the VM Backup > Backup page.

On the VM Backup > Virtual Machines page, you can view all the VMs from all virtual platforms which you’ve
connected to Vinchin backup server. And you can choose to add VM(s) to existing backup job or create a new backup
job from here.

By clicking on Options of a specific VM and choose Add to existing job, or by selecting multiple VMs and click on
Add to existing job button on the top of the VM list, you can directly add a single VM or multiple VMs to an existing
VM backup job.

By clicking on Options of a specific VM and choose Create new job, or by selecting multiple VMs and click on Create
new job button on the top of the VM list, you will start a wizard of creating a new VM backup job.

Besides selecting VMs from the VM Backup > Virtual Machines page to start creating a new VM backup job, you
can also do it on VM Backup > Backup page.

Please follow the below steps to create a new VM backup job.

Select the virtual machines you want to back up from the virtual platform tree view, the selected virtual
machine(s) will be listed in the Selected VM(s) column.

» New Backup Job

Backup Source

Select VM(s) * {5 Hosts & Clusters
B (3 vMware vSphere &
[P vsphere7(192.168.124.10)  Refresh Expand all Collapse All
[ Datacenter
£ [ Vinchin &
[[] 192.168.64.76
[]192.168.64.77
@ 73 122.10 - zentao
* 5 122.100 - web.php7
- () (3. 122.250 - email
O G5 A_teat2
O . A_tests
w0 [ A_vinchinG.5.1
() () Cent0S7-19
[ (5 centos8seafile
O (71 centosbk1
O (71 centosbk2
() () centosbk3

By default, all virtual disks of the selected VMs will be all backed up, if you wish to exclude certain virtual disks of
certain VMs from backing up, please click on the VM in the Selected VM(s) list, the virtual disks of the VM will be

shown. By either selecting the virtual disk or not, you can choose to backup the virtual disk or not.



If there’s VM not showing in the virtual platform tree view, please click on Refresh button to update and sync the
VM list to Vinchin backup server.
=) VMware vSphere
[ () vsphere7(192.168.124.10) Expand all Collapse all

When done adding the target VM(s), please click on Next button to continue.

Note
You can only add VMs from the same virtual platform into a same job, if you have multiple virtual platforms,

please create new jobs for the virtual platforms separately.

Step 2. Select Backup Destination

A backup destination (backup storage) should be associated with this backup job.

/> New Backup Job

Backup Source ° Backup Destination 3 Backup Strategies 4 Review & Confirm
Target Node localhest.localdomain(192.168.120.17) v
Target Storage iSCSI1(iSCSI, Capacity :299.85GB. Free Space:34.54GB) v

Local Disk1(Local Disk, Capacity :99.95GB, Free Space:96.44GB)
ISCSI1(ISCS|, Capacity -299 85GB, Free Space:34 54GB)
BIECr DA CRUP TTO0E (0O (e DaCROp 0D

2. Select a storage on the node to save the backup data

In the Target Node dropdown list, you can select a backup node on which you want the backup data to be
processed and stored.

In the Target Storage dropdown list, the storages which belong to the selected backup node can be selected.
When done selecting the backup storage, please click on Next button to continue.

Step 3. Configure Backup Strategies

General Strategy

Under the General Strategy tab, you can setup the backup Time Schedule, Speed Controller, Data Storage Policy,

Retention Policy and some other advanced options.
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& General Strategy = Transmission Strategy @ Advanced Strategy

Select Strategy Customize Strategy M

Time Windows

0123 45 6 7 8 9 10111213 1415 16 17 18 19 20 21 22 23

Idle Normal  Crewded  Busy

Mode Backup as scheduled

Schedule

Full Backup Incremental Backup Differential Backup

Backup Strategies

(i]

In the Select Strategy dropdown list, you can select a preconfigured strategy template, if you had created strategy

templates, otherwise choose Customize Strategy. For how to create strategy templates, please refer to Strategy

Templates.

To determine the backup window of this job, the Time Windows indicator can be a reference for you to determine

in which time window the job should be scheduled.

In the Time Schedule field, you can configure the time schedule of the backup job, you can configure the job as a

Backup as Scheduled job or a Once-off Backup job.

For a once-off backup job, the job will only run for once, and only full backup will be performed. You only have to

appoint a time of when to start the backup job in the Start Time field.

For a scheduled backup job, you can schedule full backup only, full with incremental combination, full with

differential combination and forever incremental backup methods.
Here we take full with incremental as an example.

Time Windows
01 2 3 45 86 7 8 9 101 1213 1415 16 17 18 19 20 21 22 23

| |
Idle Normal Crowded  Busy
Mode Backup as scheduled v
Schedule u Full Backup Incremental Backup Differential Backup Forever Incremental

Full Backup (Every Friday, 0:00:00 Start, No-|

ncremental Backup (Daily 0:00:00 Start, Repeat Interval 4:00:00, 23:00:00E

i}

Vinchin backup server will suggest a time to start the backup job, please change the start time if needed. When the
start time of a full backup is overlapped with an incremental backup, full backup will be taken at first priority, and

the incremental backup will be taken on the next scheduled start time.

If you want to customize the schedules according to your requirements, you can click on the

customize the settings for either full backups or incremental backups.

For example, you can schedule full backups twice a month without repeating.

icon to expand and
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Then configure several incremental backups each day, by default incremental backup will run only for once each day,

to run incremental backups several times a day, you can enable the Repeat option.

° iy Start Time 0:00:00
oms BN ©
Weekly ?
Repeat Interval 4:00:00 ()
Monthly
Repeat End 23:00:00 Q

In the above example, full backups will run on day 1 and day 15 of each month, incremental backups will start to
run at 0:00 every day and repeat every 4 hours till 23:00 of the day. This is just an example, you should configure
the schedules per your requirements based on your actual virtual environments.

After configuring the time schedules of the backups, next you can configure the Speed Controller, the speed
controller settings are optional, only if the backup jobs will bring network or I/O overload to your production

environment, you can configure the speed controller accordingly.

Policy As Scheduled v 0
Schedule
° Daily Start Time 7:30:00 o
Weekly End Time 18:30:00 O]

Max Speed 50

The speed controller policy can be configured as Permanent or As Scheduled.

Data Storage Policy including Deduplication, Compression and Encryption of the backup data.
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Data Deduplication

Data Compression m
Data Encryption m

Random Password
Password

Confirm Password

By enabling Data Deduplication and Data Compression, you can save the bandwidth and storage resources for
transmitting and storing the backup data.

By enabling Data Encryption, the backup data will be encrypted and then stored into the backup storage. A password
needs to be specified to secure the data encryption, when creating a VM restore job, password verification is
required to perform VM restore.

Retention Policy can be used to define how much/long the backup data to be reserved in the backup storage, you
can either define the retention policy with Number of Restore Points or Number of Days mode. Additionally, you
can activate the advanced GFS Retention for your VM backups to apply long-term retention policy of some specific

full restore points.

reftention FOoIICY 30 Restore Point(s), GFS Retention:CFF

Retention Mode Number of Restore Points  w
Restore Points 30 AV
GFS Retention

If you choose the retention policy as number of restore points, Vinchin Backup Server will save the specified number
of restore points (for each VM included in the backup job), if you choose number of days, Vinchin Backup Server will
save the restore points within the specified number of days (for each VM included in the backup job), the older
restore points will be deleted or merged to comply with the retention policy.

For the backup jobs with full backup schedules only, Vinchin Backup server will delete the older backup restore
points directly to comply with the retention policy.

For the incremental backup jobs, to comply with the retention policy, Vinchin backup server will merge the first full
backup with the following incremental backup restore points to comply with the retention policy. If it’s a forever
incremental backup job, Vinchin backup server will always merge backup restore points. If there are full backups to
be taken regularly, then the first full backup will be merged with the incremental backup restore points between the
first and the second full backup restore points one by one, when there’s no incremental backup between the first
and the second full backup, the first full backup restore point will be deleted at the next run of the job.

For differential backup jobs, Vinchin backup server will delete the first differential backup restore point to comply
with the retention policy, if all differential backup restore points between the first and the second full backup restore
points had been deleted, the first full backup restore point will be deleted at the next run of the job.

For Microsoft Hyper-V, the retention policy is different with other virtual platforms, it is based on full backup restore
points. It will lead a deletion of the furthest full backup point together with its corresponding incremental or
differential backup points when a new full backup point is generated.

If you wish to apply long-term data retention with GFS, please switch the GFS Retention option on and then



configure the Weekly Retention, Monthly Retention and Yearly Retention policies accordingly.

GFS Retention Policy

Weekly Retention
Start from Sunday v | keep the first full backup for 5 A « weeks.
0 Monthly Retention
Start from First Week w | keep the first full backup for 5 A +~ months.
Yearly Retention

Start from  January v, keep the first full backup for 5 A w years.

For Weekly Retention, please select a day of the week from which the full restore point will be generated and
specify how many weeks you wish the weekly full backup to be reserved.

For example, if Sunday is selected, Vinchin backup server will tag the full restore point of each Sunday with a “W”
tag. If there's no full restore point generated on Sunday, it will start waiting and tagging the first coming full restore
point of the week. The tagged full restore point will be kept for the specified number of weeks.

To be able to turn on weekly GFS retention, you should at least configure the full backup schedules to run on weekly
basis.

For Monthly Retention, please select the first or the last week of the month from which the full restore point is
coming from and specify how many months you wish the monthly full backup to be reserved.

For example, if First Week is selected, Vinchin backup server will tag the first coming full restore point from the first
week of each month with a “M” tag. The tagged full restore point will be kept for the specified number of months.
To be able to turn on monthly GFS retention, you should at least configure the full backup schedules to run on
weekly basis.

For Yearly Retention, please select a month of the year from which the full restore point is coming from and specify
how many years you wish the yearly full backup to be reserved.

For example, if January is selected, Vinchin backup server will tag the first coming full restore point from each
January with a “Y” tag. The tagged full restore point will be kept for the specified number of years.

To be able to turn on yearly GFS retention, you should at least configure the full backup schedules to run on monthly
basis.

Advanced Strategy contains some advanced options for the VM backup job.

------ Transfer Threads: 3. Snapshot Mode: Seria etector- ON. Exclude Swap Fles: ON. E: e Unpartitioned Spaces: Of
3, Snapshot Mode: Seria etector: O le es. clude oned 5| O

w

Standard Snapshot Serial hd

Pre-create Snapshot

Transfer Threads 3 A v

BitDetector

Exclude Swap Files

Exclude Unpartitioned Spaces

e ¢ @ @ @ @

Standard Snapshot can be configured if the backup job includes multiple VMs, and it can be configured as Serial or
Parallel. If serial, the snapshots will be taken one by one. If parallel, the snapshot requests will be simultaneously
sent to the virtual platform. It’s not recommended to set parallel snapshot, as it may cause the production
environment overload.

Pre-create Snapshot can be enabled to create the next VM’s disk snapshot while the previous VM is being



transferred to the backup storage (will be supported soon with Hyper-V).

By specifying the number of Transfer Threads, you can enable multithreaded transmission to improve the
processing speed of the backup job. The default value for multithreaded transmission is 3, even if you can set the
value from 1 to 8, but usually 3 threads will be enough (will be supported soon with Hyper-V).

BitDetector can be enabled to exclude the swap partitions and the unpartitioned spaces from the backup job.

Transmission Strategy

VMware vSphere

For VMware vSphere, the backup data can be transferred through LAN, Encrypted Transmission, SAN (LAN-free) or
HOTADD. For more information of the data transmission methods, please refer to Data Transmission.

¢z General Strategy | = Transmission Strategy . €£ Individual Strategy

Transfer via LAN v ()

Encrypted Transmission o
SAN (LAN-free)
HOTADD

Backup Proxy

When you choose to transfer via LAN or LAN (Encrypted Transmission), Backup Proxy can be used, as the backup
proxy is installed on ESXi server you can utilize the HotAdd technology of the ESXi server for direct VMDK access.
SAN (LAN-free) can be used to transfer the backup data from the storage area network. LAN-Free path needs to be
configured, please refer to LAN-Free.

HOTADD can be used only if Vinchin Backup Server is installed on the ESXi server as a virtual machine.

Hyper-V

Currently the transmission of Hyper-V VM data can be only done through LAN, so the Transfer via dropdown list is
unchangeable.

For the data safety during backup process, users can enable Encrypted Transfer option.
New Backup Job
3 Backup Strategies
&2 General Strateqy = Transmission Strateqy

Transfer via LAN v e

Encrypted Transfer e

Citrix Hypervisor (XenServer)

For Citrix Hypervisor (XenServer) the backup data can be transferred through LAN or through SAN (storage area
network).



New Backup Job
3 Backup Strategies
¢ General Strategy = Transmission Strategy €= Advanced Strategy

Transfer via LAN v e

Encrypted Transfer SAN (LAN-fTee)

Transmission Network 172.16.0.0116

If you choose to do the backups over LAN, the backup data will be transferred via the production network. But if
you have a separated network for VM backup, please specify the network address in the Transmission Network in
“network/prefix_length” format, e.g., 172.16.0.0/16. And you can choose to either encrypt the transmission or not
by turning Encrypted Transfer option on or off.

SAN (LAN-free) can be used to transfer the backup data from the storage area network. LAN-Free path needs to be

configured in advance, please refer to LAN-free.

XCP-ng

The transmission strategies of XCP-ng are the same as Citrix Hypervisor (XenServer).

ovVirt
For oVirt the backup data can be transferred through LAN, SAN (storage area network) or through LAN by using
ImagelO API.

A New Backup Job

Backup Source Backup Destination Backup Strategies 4 Review & Confirm

“ Transmission Strategy

Transfer via LAN J e

Encrypted Transmission SAN (LAN-free) o
ImagelOo

Transmission Network o

If you choose to do the backups over LAN, the backup data will be transferred via the production network. It requires
a backup plugin installed on the oVirt compute nodes, if you haven’t done this, please refer to Install oVirt Backup

Plugin for more information.

SAN (LAN-free) can be used to transfer the backup data from the storage area network without the need to install
a backup plugin. LAN-free path needs to be configured in advance, please refer to LAN-free.

ImagelO is supported with oVirt version 4.4.7 and above. If your oVirt version is (or above) 4.4.7 it’s recommended
to use ImagelO, it does not require backup plugin installation and can support CBT as incremental backup mode.
For more information, please refer to ImagelO.

If you have a separated LAN for VM backup, please specify the network address in the Transmission Network in
“network/prefix_length” format, e.g., 172.16.0.0/16. And you can choose to either encrypt the transmission or not

by turning Encrypted Transmission option on or off.

Red Hat Virtualization (RHV)

The transmission strategies for RHV are the same as oVirt.



Oracle Linux Virtualization Manager (OLVM)

The transmission strategies for OLVM are the same as oVirt.

OpenStack

For OpenStack, the backup data can be transferred through LAN or SAN.

New Backup Job

o Backup Source e Backup Destination 3 Backup Strategies

& General Strategy = Transmission Strategy @& Advanced Strategy
Transfer via SAN (LAN-Tree) vl ©

LAN
SAN (LANfree)

If running the backups through LAN, backup plugin must be installed on the controller and compute nodes.
If running the backups through SAN (LAN-free), the backend storage must be FC or Ceph. LAN-free path
configuration is not required, but users should configure Vinchin backup server being able to communicate with the

Ceph storage network, pleases contact Vinchin support team for help on this specific configuration.

Huawei FusionCompute

By default, the VM data will be transferred using NBD protocol through the LAN.

> New Backup Job

o p Source ° Backup Destination 3 Backup Sirategies

& General Strategy = Transmission Strategy & Advanced Strategy
Transfer via NED 7 e
Backup Server/Node IP 172.18.1.10 o

Pl
vir

For Backup Server/Node IP option, if the backup server or node has multiple network connections, you can choose
an IP address to establish the NBD connection for backup.

ZStack Cloud
For ZStack Cloud, backup data can be transferred through LAN or SAN.

New Backup Job
o Backup Source o Backup Destination 3 Backup Strategies
¢ General Strategy = Transmission Strategy & Advanced Strategy

Transfer via SAN (LAN-ree) vl e

SAN (LAN-free)

SAN (LAN-free) backup is only applicable when the backend storage of ZStack is Ceph, otherwise please select LAN.

H3C CAS/UIS

For H3C UIS/CAS, the backup data transmission goes through LAN by default, you can choose to either encrypt the
backup data or not by turning the Encrypted Transmission on or off.



New Backup Job
3 Backup Strategies

&2 General Stralegy Transmission Siralegy | = Advanced Strategy

Encrypted Transfer

Transmission Network 172.16.0.0/16

If you have a separated network for VM backup, please specify the network address in the Transmission Network
field in “network/prefix_length” format, e.g., 172.16.0.0/16.

Sangfor HCI
For Sangfor HCI, the backup data transmission goes through LAN by default, you can choose to either encrypt the
backup data or not by turning the Encrypted Transfer on or off.
New Backup Job
B Backup Strategies
&2 General Strategy Transmission Strategy @= Advanced Strategy

Encrypted Transfer

Transmission Network 172.16.0.0/16

If you have a separated network for VM backup, please specify the network address in the Transmission Network
field in “network/prefix_length” format, e.g., 172.16.0.0/16.

Advanced Strategy

VMware vSphere

The advanced strategy settings for VMware vSphere are optional.
New Backup Job
3 Backup Strategies
& GeneralStrategy = Transmission Strategy @ Aovanced Strategy

Block Size 1024 KB v @
Quiesced Snapshot o

CBT o

Block Size can be defined only for VMware vSphere virtual platform. When running the backup jobs, Vinchin Backup
Server will perform deduplication and compression to the backup data per the defined block size.

Quiesced Snapshot is configurable with VMware vSphere, when taking snapshot of the VMs to be backed up, if the
VMs have VMware Tools installed, VMware Tools will process the VMs into a state suitable for backing up.

CBT (Changed Block Tracking) is a more advanced way to perform incremental backups than using SpeedKit or
Ordinary mode. By default, CBT is enabled for VMware backup jobs. For more information about the incremental

mode please refer to Incremental Mode.




Citrix Hypervisor (XenServer)

The advanced strategy settings of Citrix Hypervisor (XenServer) are the incremental mode options.

New Backup Job
3 Backup Strategies
& General Straiegy = Transmission Strategy £ Advanced Strategy
Incremental Mode Speedkit « a
SpeedKit
Ordinary

If your Citrix is licensed as Premium Edition and the version is (or above) 7.3, CBT is the recommended incremental

mode.

If your Citrix is licensed as Standard Edition and version below 7.3, SpeedKit is the recommended incremental mode.
Otherwise choose Ordinary as the incremental mode.

For more information of the incremental mode, please refer to Incremental Mode.

XCP-ng

The advanced strategies of XCP-ng are the same as Citrix Hypervisor (XenServer). But it’s always recommended to

use CBT as the incremental backup mode.

oVirt
The incremental mode options for backing up oVirt VMs can be configured under the advanced strategy settings.
New Backup Job
3 Backup Strategies
& GeneralStrategy = Transmission Strategy @5 Advanced Strategy
Incremental Mode Speedkit v e

SpeedKit
Ordinary

If the backup data is configured to be transferred through LAN or SAN under the transmission strategy settings, the
incremental mode is configurable between SpeedKit and Ordinary. If transferring through ImagelQ, the incremental

mode must be CBT, and vice versa.
For more information of the incremental modes, please refer to Incremental Mode.

Red Hat Virtualization (RHV)

The advanced strategies for RHV are the same as oVirt.

Oracle Linux Virtualization Manager (OLVM)

The advanced strategies for OLVM are the same as oVirt.

OpenStack
The advanced strategy settings for OpenStack VM backup including, SpeedKit and Consistency Snapshot.



New Backup Job
3 Backup Strategies

& General Strategy = Transmission Strategy @ Advanced Strategy

SpeedKit o

Consistency Snapshot o

SpeedKit is the default incremental mode for backing up OpenStack VMs, if disabled, Vinchin Backup & Recovery
will perform VM backup in Ordinary incremental mode, the incremental backups will be slower.

For the Consistency Snapshot option, it guarantees the snapshots of all virtual disks of a VM to be taken at the same
time.

Huawei FusionCompute

The default Incremental Mode for backing up Huawei FusionCompute VMs is CBT.
Consistency Snapshot is used to ensure the VM data consistency when creating Huawei FusionCompute VM
snapshots.

New Backup Job
3 Backup Strategies

& General Strategy = Transmission Strategy ©F Advanced Strategy

Incremental Mode cBT v @

Consistency Snapshot e

ZStack Cloud

The default incremental mode of backing up ZStack Cloud VMs is SpeedKit, it is recommended to keep it enabled
for faster incremental backups, if turning it off, the next incremental backup will downgrade to full backup.

New Backup Job
3 Backup Strategies

¢2 General Strategy = Transmission Strategy & Advanced Strategy

SpeedKit P

H3C CAS/UIS

The default incremental mode of backing up H3C CAS/UIS VMs is SpeedKit, it is recommended to keep it enabled
for faster incremental backups, if turning it off, the next incremental backup will downgrade to full backup.

New Backup Job

3 Backup Strategies

& General Strategy = Transmission Strategy

SpeedKit e

Sangfor HCI

The default incremental mode of backing up Sangfor HCI VMs is SpeedKit, it is recommended to keep it enabled for
faster incremental backups, if turning it off, the next incremental backup will downgrade to full backup.
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&2 General Strategy = Transmission Strategy

SpeedKit o

Step 4. Review and Confirm Job Settings

After completing the above-mentioned settings, you are able to review and confirm the settings in one screen.
A job name can be specified for identification of the VM backup jobs, and by clicking on the Submit button to
confirm the settings and create the backup job.

VM Backup Job Management

After creating a new backup job, you can find it on the Monitor Center > Jobs page, under the Current Job tab.

@& Current Job
Search
Job Name Module Job Type Create Time v Status Speed Progress Creator Operation
= VMware vSphere Backup 2020-09-30 16:14:38 - - admin
Page 1 of 1| View 10  « records|Total 1 record(s)

The status of the newly created job will usually be Pending, when the time condition matches the schedule, it will
automatically run. And the status will change to Running, you can also see the transfer speed and job progress here
within the job list. By clicking on the job name, you can check more detailed information on the Job Detail page.
For a scheduled backup job, after running one of the schedules, the status will change to Pending again and then
wait for the next run.

For a once-off backup job, after running the job for once, it will be removed from the Current Job list. And you can
find it from the History Job list.

For more information, please check the instructions on Monitor Center section.



VM Backup Data Management

After running each VM backup job session, the VM backup data can be found and managed from VM Backup >
Backup Data page.

View Backup Data

By default, all VM backups of all backup nodes from Vinchin backup infrastructure will be displayed, if you wish to
view backups of a specific backup node, please select a node from the dropdown list.

The VM backup data is organized with a Virtual Platform -> Backup Job -> Virtual Machine -> Restore Point structure
as shown below.

£ VM Backup Data

& Virtual Infrastructure List

All nodes v Q Search

[E-0 () vMware vSphere
(0 [E) vMware vSphere Backup3(Job has been deleted )

© Restore Point List

Notice

1. Unfold the virtual infrastructure tree on the left.

2. Find the target VM(s) and corresponding restore points which you want to manage:

3. You can delete a single restore point by selecting it and click on Delete.

4. You can batch delete restore points by selecting the restore points and clicking on Delete.

B O [E) vMware vSphere Backupi(Job has been deleted )
[0 @ centosbk
0 2022-05-13 11:14:12 (Full Backup)
5 0 2022-05-20 11:14:12 (Full Backup)
$-01{0 2022-05-21 11:14:12 (Incremental Backup)
{©) 2022-05-22 11:14:12 (Incremental Backup)
L1 2022-05-23 11:14:12 (Incremental Backup)

Each restore point is named with the timestamp of its creation and will be marked with its backup type. To view
more information of the restore points, simply click on the VM name, all the restore points of the selected VM will
be listed on the right side with more detailed information.

£ VM Backup Data

< Virtual Infrastructure List © Restore Point List viware vSpnere Backup1(Job has been deleted )—centosbk1
T
All nodes v Q, Search No. Time Point v Type Data Size Written Size Storage Operation
1 20220523 1:14:12 Incremental =3 08 Local Disk1 & Options v
0.0 (5 viware vsphere Backup (localhost localdomain(192.168.120.17))
0[] viware vSphere Backup3(lob has been deleted ) 2 20220522 11:14:12 Incremental 0B 08 Local Disk1 & Options v
[£}-0 (&) vMware vsphere Backupl(Job has been deleted ) Backup (localhost localdomain(192.168.120.17))

[0 @ centosbkl

pc 3 20220521 1:14:12 Incremental 14M8 4.68MB Local Disk1 & Options ~
000 2022-05-12 11134112 (Full Backur) Backup (localhost localdomain(192.168.120.17))
0 2022-05-20 11:14:12 (Full Backup)
4 20220520 11:14.12 Full Backup 16268 925.02MB Local Disk1 & Options~
(Iocalhostlocaldomain(192.168.120.17))
5 20220519 11:14:12 Incremental 46MB 16.28M8 Local Disk1 & Options
Backup (localhostlocaldomain(192.168.120.17))
[ 20220518 11:14:12 Incremental 78MB 282218 Local Disk1 & Opiions
Backup (localhostlocaldomain(192.162.120.17))
7 20220517 1:14:12 Incremental 08 8 Local Disk1 & Opiions
Backup (localhostlocaldomain(192.168.120.17))
H 20220516 11:14.12 Incremental 8 B Local Disk1 & Options~
Backup (Iocalhostlocaldomain(192.168.120.17))
s 20220515 11:14:12 Incremental 8 B Local Disk1 & Options ~
Backup (localhostlocaldomain(192.168.120.17))
10 20220514 1:14:12 Incremental 8 B Local Disk1 & Options v
Backup (localhostlocaldomain(192.168.120.17))
Page « 1 » of2|View 10~ records|Total 11 recordis)

You can get more information like the actual data size, written size and the storage which is used to store the restore
point data.

To search specific restore point(s), you can use the Search button on the left or use the Advanced search button top
right of the Restore Point List.
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Retention Tags

The purpose of using the retention tags is to avoid the short-term retention policy from purging some specific
backups and keep them for a longer time period. There are 4 types of retention tags in Vinchin Backup & Recovery.
W: the weekly GFS retention tag (applicable for full backups).

M: the monthly GFS retention tag (applicable for full backups).

Y: the yearly GFS retention tag (applicable for full backups).

F: the forever retention tag (applicable for all types of backups).

The W, M and Y GFS retention tags can be either pre-configured in a VM backup job by enabling GFS retention to
tag specific restore points automatically or can be manually set. While the F tag can only be manually set.

To manually set retention tags, please go to VM Backup > Backup Data page. By selecting a VM from a backup job,
all the restore points will be listed on the right, find the restore point which you wish to set/unset retention tags
and click Options button, and then select Set Retention Tag.

& Setretention tag

GFS Weekly Retention Tag
0 GFS Monthly Retention Tag
GFS Yearly Retention Tag

Forever Retention Tag

cancel ﬂ

In the popup dialog you can set/unset retention tags for the selected restore point. GFS retention tags are only

applicable for full restore points, forever retention tag is applicable for all types of restore points.

If GFS retention had been enabled in the backup job, the manually tagged restore points’ retention time complies
with the GFS retention time configured in the backup job. When the GFS retention tag exceeded the retention time
defined in the VM backup job, the oldest tag will be removed and the corresponding restore point will be purged
by the general retention policy.

If GFS retention is not enabled in the backup job, the manually tagged restore points will be reserved forever. As for
the forever retention tag, once it has been set, the tagged restore point will be reserved forever.

For GFS retention tag, there can be only one full restore point tagged as weekly full backup of each week (same for
the monthly and yearly retention tag). If there’s already a full restore point had been tagged for the week, there will
not be the second one to be tagged and it will fail to manually set the second GFS tag for the week (same for the
monthly and yearly retention tag).

Forever retention tag works independently with the GFS retention tags, a restore can be tagged with GFS retention
and forever retention tag at the same time, when the GFS retention tag expires, the forever retention tag will still

remain and the restore point will be retained forever.



Delete Backup Data

We recommend configuring comprehensive retention policies for the VM backup jobs to automatically purge the
out-of-date backups instead of manual deletion of the backup data. It is a highly risk operation by deleting the
backup data manually. If you have to do this, please follow the below instructions.

To delete VM backup data, please go to VM Backup > Backup Data page. There are two approaches to perform the
deletion, batch (or single) deletion of restore points from the left side tree view and single restore point deletion
from the right side restore point list view.

Deleting restore point(s) from the tree view.

Please unfold the virtual infrastructure and the associated backup job, and unfold the VM which you wish to delete
backup data from. Then select the restore point(s) you wish to be deleted and click on the Delete button on the top
left of the tree view. You'll have to provide you password to confirm the deletion of selected restore point(s).

If it’s a standalone full restore point, no incremental or differential restore points dependent on it, you can select
and delete the standalone full restore point directly.

If it’s a backup chain, formed by a full restore point and a series of incremental (or differential) restore points
dependent on the full restore point, you can only delete the backup chain from the tree view.

Deleting restore point from the restore point list view.

Please select a VM from the left tree, the associated restore points will be listed on the right-side list view. By clicking
on the Options button of a specific restore point and selecting Delete you are able to delete that single restore point,
no matter it’s full, incremental or differential.

If it’s a standalone full restore point, no incremental restore points or differential restore points dependent on it,
you can delete the standalone full restore point directly.

If it’s a backup chain formed by a full restore point and a series or incremental restore points dependent on the full
restore point, while deleting the incremental restore point in the end of the incremental chain, it will be directly
deleted, if you delete any other restore point it will lead to data blocks merging with the next restore point. For
example, you got an incremental backup chain, full on Monday, incremental on Tuesday and Wednesday, if you
delete the incremental restore point of Tuesday, its data blocks will be merged with Wednesday incremental restore
point. This mechanism can guarantee the backup data consistency.

If it’s a backup chain formed by a full restore point and a series of differential restore points dependent on the full
restore point, while deleting the full restore point is not allowed but you can delete the differential restore points,
and there will not be data blocks merging required.



VM Restore

Vinchin Backup & Recovery provides comprehensive VM restore options for customers to recover their data assets
or services in varies scenarios, in order to meet their requirements of data safety and business continuity.

The supported VM restore features are as follows.

®  Full VM Restore

® Instant VM Restore

® Granular VM Restore
[

V2V Migration

Full VM Restore

Create Full VM Restore Job

To restore a VM or a group of VMs, a restore job needs to be created, go to the VM Backup > Restore page. Please
follow the below steps to create VM restore jobs.

Step 1: Select Restore Point

In the Restore Point dropdown list, select a backup node which stores the desired restore points.
Select a target VM restore point under your virtual infrastructure which you want to restore. You can quickly find
the target restore point by searching the job name, VM name or the date of the restore point.

Restore Point

Restore Point *

=] £ 3 OpenStack

-

| [} [E] Openstack Backup2

:;: oc:r\x XenServer/Citrix Hypervisor

[ S citrix XenServer/Citrix Hypervisor Backup1(Job has been deleted )

E} (] VMware vSphere

=] @ VMware vSphere Backupl({Job has been deleted )
5 @ centosbk1
@ () 2021-12-16 15:03:57 (Full Backup) &
] @ VMware vSphere Backup3(Job has been deleted )

You can restore a group of VMs by selecting one of the restore points under each of the VMs. After selecting the

desired restore point under virtual machine which you want to recover, click Next to continue.

Step 2: Restore Destination

In the Target Host list, select a target host where you want to run the restored VMs.



<~ New VM Restore Job

Restore Point o Restore Destination 3 Viode 4

Review & Confirm

Target Host * 2 vsphere7.0(192.168.124.10)
O [ 192.168.64.71
@ [ 192.168.64.72
0 [ 192.168.64.73

Expand the virtual infrastructures to select a host where to run the restored Vi
Unified Configurations * o

VM Configurations *

Expand configure its restore configurations.

After restored, the VMs will run on the selected host.

Note

1. For OpenStack virtual platform, please select target project instead.
2. If the host is offline, you cannot select it as restore destination.
3. You can restore a VM to an unlicensed host.

Unified Configurations: If you are restoring a group of VMs, enable this function you can set the storage, network,
and choose whether to power on the target VMs after restoring.

Unified Configurations * ﬂ (]

Restore to * Auto-select
Connectto * Auto-select

Power on target VM after restoring *

Please keep the original backed up VM poweroff after enable this function.

VM Configurations: Here you can setup advanced restore options for specific VM(s) by clicking on the VM name,

modifying the configurations of one VM will not affect the unified configurations of the other VMs if you had
enabled Unified Configurations option.

Name & Status: You can set a customized name for the VM to be restored and set its power status after restoring.

VM Configurations * (=P
52 General B virtual Disk rtual Netwo ) Other Settings
Name & Status Restored VM Name  *

centosbk_20211116162029

Power on the VM after restoring*

Expand a VM to configure its restore configurations.

CPU: Here you are allowed to change the number of CPUs or CPU cores for the VM to be restored if necessary.

VM Configurations * =T

= General | [ Virtual Disk 3 Virtual Netwe =) Other Settings
CPU Sockets : * Cores per Socket : *
2 (Original) v 1 (Original] v
CcPU
Expand a VM to configure its restore configurations.

RAM: Here you are allowed to change the RAM size of the VM to be restored if necessary.

VM Configurations * (=)

52 General B al Disk B Virtual Netwe %) Other Settings

RAM Size: *(Original 4 GB)

4 . es v

RAM

Expand a VM to configure its restore configurations.



Virtual Disk: Virtual Disk settings are optional, you can proceed with the given default settings.

VM Configurations * b

B Virtual Disk

Disk(s) Disk Name Total Size Restore To Advanced
[15TB-FC] centosbidcentosbi_0.vmdk 50GB Auto-select -

(15786 contosphcentostc 1 vk 5168 P— v
In the Disk(s) column, there are checkboxes for the VM virtual disks, when a VM has multiple disks, you can choose
to restore specific disk(s) without having to restore all the disks of the VM. But if you don’t restore the disk on which
the operating system is installed, the restored VM will not be bootable, you need to re-install a new operating system
or mount the restored disk to another VM to be able to access this virtual disk.
In Restore To column, you can select datastore to which the virtual disk will be restored. By default, Vinchin will
automatically select a datastore to restore the VM virtual disk.
By clicking on Advanced, you can setup the disk provisioning options. But the virtual disk interface type cannot be

configured, it should be kept as original interface type.

Disk(s) Disk Name Total Size Restore To Advanced
[15TB-FC] centosbk/centosbk_0.vmdk 50GB Auto-select ~
Original Name:  [15TB-FC] centosbkicentosbk_0.vmdi
Disk Provisioning: Thin Provision(Criginal) v
Interface: VMware Paravirtual{Original) v

Virtual Network: Virtual Network settings are also optional. It allows you to select the virtual network to be

connected to and the MAC address assignment of the restored VM.

VM Configurations = [ centosbk

@ Vinual Network

NIC(s) VM Network Interface Connect to Advanced

Network adapter 1 Auto-select v

Expand a VM to configure s restore configurations

In the Connect to column, you can select a desired virtual network for specific virtual network interface of the VM,
by default it will automatically select one from the available virtual networks.
By clicking on Advanced, you can setup the MAC address assignment for the virtual network interface.

NIC(s) VM Network Interface Connect to Advanced

Metwork adapter 1 Auto-select v
Type: VMXNET 3(Original} ~

MAC Address: | Auto Generate v

Criginal MAC

By default, the virtual platform will auto generate a new MAC address for the VM, but you can also use the original

MAC address or customize the VM MAC address if you prefer.

Other Settings: Currently, Other Settings option will not present to all VM restore job settings. This option will
present for certain virtualizations for some additional configurations of the VM restore job.



Genera Virtual Disk B Virtual Network (=) Other Settings
Target VIM Folder Encryption password:

anenef

Data Encryption

If the VM backup data is encrypted (Data Encryption enabled in backup job), when restoring the VM you need to
provide the data encryption password for verification under Other Settings tab, otherwise without the data

encryption password, the VM cannot be restored.

Step 3: Restore Strategy

For the job schedule, you can configure the VM restore job as once-off restore or restore as scheduled.

£ General Strategy % Transmission Strateg

Mode Once-off Restore h

Once-off Restore
Restore As Scheduled

Multithread: 3

If you choose Once-off Restore, the restore job will start running right after the job has been created. If you
choose Restore As Scheduled, you need to set restore schedules. After this, the job will run as scheduled.

Notice
Only if you need to regularly restore the VM(s) to certain status from backups, you can choose to use Restore As

Scheduled option, otherwise please use Once-off Restore.

For Speed Controller, it works the same principle as the VM backup jobs.

For Advanced Strategy, you can configure multithreading for the VM restore job, and it works the same principle as
multithreading for the VM backup jobs.

For Transmission Strategy, please refer to Create VM Backup Job.

Step 4: Review & Confirm

After finishing the above settings, you are able to review and confirm all settings here. Click Submit to confirm

creating this job.

Notice
If this VM restore job is configured as “Restore now”, it will start restoring the VM(s) right after the creation of this

job.



Restore Job Operations

After creating a new restore job, you will be redirected to the Monitor Center > Jobs page, and you’ll be able to see
the VM restore job you created in the job list.

@ Curmrent Job "D History Job

E=TCl Q Advanced search

Job Name Module Job Type Create Time v Status Speed Progress Creator Operation
VMware vSphere Restore VMware vSphere Restore 2020-10-09 13:52:17 = 0.00% admin

If the job is once-off restore, you should see the job in running status, if the job is supposed to “restore as scheduled”,
then you should see the job in pending status.

If you want to manually start the job, please click on Options, and then select Start Job to run it manually.

And by clicking on the job name and you’ll be able to view the job details.

Job Details m

las JOb Flow @ Summary B8 Advanced
117MB/s Job Name VMware vSphere Restore1
98MB/s Job Type Restore[VMware vSphere]
78MB/s Job Status :
CIRRAS Total Size 100GB
SELUS Processed 5.84GB
AL Start Time: 2020-10-08 13:52:23
o 13:49:21 13:50:00 13:50:39 13:51:18 13:51:57 13:52:36 13:53:15 Duration : 00:01:08

Job Progress

h N 5.84%

@ Runlog EVMList D History Job

n Starting restoring VM'ubuntu-84.112"
Capturing restored data size
Capturing restore VM list

Activating the restore job

Run Log: The logs of the currently running restore job.
VM List: The list of VMs that will be restored by this job.

(# Runlog GJVMList D History Job

No. VM Name Job Type Total Size Data Size Transfer Size  Written Size Speed Progress Status Description

1 ubuntu-84 112 Restore 100GB 97.94GB 72 44GB 7244GB 112.8MB/s 73.96% Running

History Job: for a “Once-off Restore” job, this job will be auto-deleted after restoring completed and there will be
no data to be displayed. If you’ve set “Restore as scheduled”, you can review all the history running logs of this
restore job.

Warning
During a restore process, do not power on the VM before the restore job is completed, otherwise the VM data will
be damaged or lost.
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Instant VM Restore

Instant VM Restore can be used in emergency situations to recover a VM within 1 min, minimizes the downtime of
critical businesses. It can be very helpful in emergency situations to directly start a VM from its backup data,

without the need to transfer backup data back to production storage then resume the VM.

Notice
Instant Restore is currently not supported with Microsoft Hyper-V and OpenStack virtual platforms.

Create Instant VM Restore Job

To create an Instant Restore job, please go to VM Backup > Instant Restore page, select a target VM restore point
under your virtual platform which you want to recover to. You can quickly find the target restore point by specifying
backup node and selecting Group by VMs or Group by Restore Points accordingly.

¥ New Job
Restore Paint * All nodes M

[ (3 VMware vSphere
VMware vSphere Backup1

010 2021-11-16 16:29:29 (Full Backup)
@ {0 2021-11-17 15:14:21 (Full Backup) &

Notice
The restore point to be used for instant restore can be a full backup restore point, an incremental restore point or a

differential restore point, but you can only select one restore point for each instant restore job.

Select a host as the restore destination where you want to run the instant restore VM, and select the backup node
IP/domain where the backup storage is mounted.

Target Host * [= (5 vsphere7.0(192.168.124.10)
0 [ 192.168.64.71
@ [ 192.168.64.7
O [ 192.168.

Please select a host where fo run the VM of instant restore.

Backup Node * 192,168 120 20 h

de where the restore point located and make sure it is connected with
ound the right node or the given node is not connectable, you can manua

When a host is selected, in the VM configurations section it will show loading state, it will take a few seconds to
request for the information of virtual platform resources.
Under General tab, you are able to set VM name, power state, CPU and RAM size for the instant restore VM.

VM Configurations *

General [ Virual Disk tual Nef ~) Other Settings

Name & Status Restored VM Name : *

centosbk_20211117151421_Instant_Restore

Power on the UM after restoring *

Under Virtual Disk tab, the virtual disk settings are view-only, because instant restore will use VM backup data to
run the VM on virtual platform, no data transmission to virtual platform datastore will be involved at this stage, so

virtual disk settings are temporarily not needed.



= Genera B Virtual Disk B Virtual Network =) Other Settings

Disk(s) Disk Name Total Size Restore To Advanced

[15TB-FC] centosbk/centosbk_0.vmdk 50GB Auto-select v Advanced 4

[15TB-FC] centosbl/centosbk_1.vmdk 50GB Auto-select v Advanced 4=

Virtual Network: It allows you to select the virtual network to be connected to and the MAC address assignment of
the restored VM.

VM Configurations =

= General al Disk @ virtual Network

NIC(s) VM Network Interface Connect to Advanced

Network adapter 1 Auto-select

Expand a VM to configure its restore configurations.

In the Connect to column, you can select a desired virtual network for specific virtual network interface of the VM,
by default it will automatically select one from the available virtual networks.

By clicking on Advanced, you can setup the MAC address assignment for the virtual network interface.

NIC(s) VM Network Interface Connect fo Advanced

Netwerk adapter 1 Auto-select
Type: VMXNET 3(Original) v

MAC Address: Auto Generate ~

By default, the virtual platform will auto generate a new MAC address for the VM, but you can also use the original
MAC address or customize the VM MAC address if you prefer.

Other Settings: Currently, Other Settings option will not present to all VM restore job settings. This option will
present for certain virtualizations for some additional configurations of the VM restore job.

= centasbk
5= Genera O Virtual Disk B Virtual Network (=) Other Settings
arget VIV Folde Encryption password

Data Encryption

If the VM backup data is encrypted (Data Encryption enabled in backup job), when restoring the VM you need to

provide the data encryption password for verification under Other Settings tab, otherwise without the data
encryption password, the VM cannot be restored.

Once done, click on OK button to submit the creation of the instant restore job.



Instant Restore Job Management

After creating a new instant restore job, you will be redirected to the Monitor Center > Jobs page, and you’ll be
able to see the instant restore job you created in the job list.

@ Current Job

Sl search
Job Name Module Job Type Create Time v Status Speed Progress Creator Operation

Instant Restore test VMware vSphere Instant Restore  2020-10-09 14:52:16 - - admin & Options v

To start the instant restore job, please click on Options, and then select Start Job. The job status will change to
starting, it will take a while for the restore process to be completed, when the job status change to running, then
the VM is restored. Now you click on the job name you’ll see the instant restore job details.

L2 VM Instant Restore

i)

E‘A

—
L'E“_?/
Backup Destination Restore Destination:host 21.com

192.168.84.100 VM Name :centos_84_110_2020_10_09_10_05_35VN_Instant_Restore

(¢ Run Log

ng to virtual infrastructure

The logs will display the instant recovery job progress. After the job is completed successfully, you can power on
the restored VM from your virtual platform. If you have preset “Power on the VM after restoring”, the VM will be
powered on automatically.

The instant restore VM runs directly from Vinchin backup server storage, the original backup data will not be
modified, the new data will be written into a cache area. It is recommended to perform a VM migration to migrate
all VM data (original backup data and cache data) to the production storage of the virtual platform during the non-
production hours, please refer to VM Migration to migrate the VM data back to production storage.
If the instant restore is just for verifying the backup data availability, and you want to delete the instant restore job,
you can go back to the current job list and click Options of the running instant restore job and then select Stop,
after the job has been stopped, then click Options again and select Delete.

Warning
1. All the data of the instant restored VM is actually on Vinchin Backup Server/Node which is mounted to the selected
host as NFS storage, if you delete the instant restore job, all the data of the restored VM will be deleted from the
virtual platform host (including newly written data during the instant restore). If you need to reserve the restored
VM and its newly written data, do not stop the job until you have migrated all data to the virtual platform host.
2. Do not create snapshot on the instant restore VM, or change any disk information. Otherwise, error will occur to
the instant restore VM or it will crash.



Live Migration

Click on Options and then select Migration of the instant restore job with which you wish to perform VM

migration.
@ Current Jobs
Search
Job Name Module Job Type Create Time » Status Speed Progress Creator Operation
[ ViMware vSphere Instant Restore VMware vSphere Instant Restore  2021-12-27 17:22:09 = = admin
Page 1 of 1] View 10  w reco s)
Notice: * Migration
Click on job name to view the job defails. W Stop

Select a host where to migrate the VM. Then you can rename the migrated VM and choose to whether power on it
after migration, set virtual disk configurations, virtual network configurations for the VM. For more details of the

VM Configurations please refer to Create VM Restore Job.

Target Host = =} vsphere7(192.165.124.10
~0 [F 192.168.64.72
— [ [ 192.168.64.74
—( [ 192.168.64.75

Please select a target host where to run the migrated VM

WM Configurations * k1_20211216150357_Instant_Restors
= General Virtual Disk B Virtual Networ Other Settings
MName & Status Migrated VM name : *
B centosbk1_20211216150357_Instani_Resfore_Migration
o ) Power on VM after migration : *
Transfer via = LAN ~
Backup Proxy i ]
Mutithread = 3 ~ ~

For the password verification, it’s not required to perform VM migration, because password verification had already
been done during VM instant restore job creation process.

You can also select transmission mode. For a detailed description of each transmission mode, please refer to Create
VM Backup Job. And multithreaded transmission for VM migration is also applicable.

Click OK to start the migration job. And in the current job list, the job type will change from Instant Restore to

Migration.



@ CumentJobs D History Jobs  [50 VM Backup

Search by job name L-E W Q) Advanced search

Job Name Module Job Type Create Time + Status Speed Progress. Creator Operation
VMware vSphere Instant Restore Vhware vSphere Migration 2021-12-27 17:22:09 - 0.00% admin
Page <« 1 s of 1] View 10 ~ records | Total 1 record(s)

Click on the job name and you’ll be able to view the detailed process of the VM migration.

L VM Live Migration

=
!l! >
- 4
—_—
—
—
—
2 @
Baclkup Destination Restore Destination: 192.168.64.74
1921681209 Instant Restore VM Name -centosbk1_20211216150357_Insiant_Restore
Live Migration VM Name -centosbk1_20211218150357_Instant_Restore_Migration
Job Progress
ANNNNNNW¥ 2250%

(£ RunLog @ Basiclnfo &J VM List

VM disk THP-Stor] centosbk1_20211216150357_Instant_Restore_Migration/centosbk1_20211216150357_Instant_Restore_Migration_0.vmdk, set transmission mode as 'LAN'

Transfernng backup data of VM 'centosbk1_20211216150357_Instant_Restore_Migration' on disk ‘[HP-Stor] centosbk1_20211216150357_Instant_Restore_Migration/centosbk1_202112161
50357_Instant_Restore_Migration_0.vmdk'.

Rebuilding VM centasbici_20211216150357_Instant_Restore_Migration
Starting to restore VM ‘centosbk"

Preparing VM configurations for live migration

After migration completed, the migration job will automatically change back to instant restore job, and this job is
still in a running status. But the VM created by instant restore job will be powered off and the services will be
taken over by the migrated VM. There will be around one minute of service down time, when Vinchin Backup
Server tries to power off the instant restored VM and power on the migrated VM. If you didn’t enable Power on
the VM after restoring option, then you’ll have to manually power it on.

Once VM migration is done, you are able to stop the instant restore job and delete it. All data including the cache
data generated during the instant restore VM runtime will be all migrated to the production storage.

Notice

Do not power on the migrated VM before the whole process is successfully done, otherwise the VM migration will
fail.
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Granular VM Restore

Create Granular Restore Job

Granular Restore feature allows you to recover files or folders from the VM backup restore point, you don’t have to
restore the entire virtual machine for the purpose of recovering some files.

To create a granular restore job, please go to VM Backup > Restore > Granular Restore page, you will see all the
available restore points under your virtual infrastructure.

“\ New Granular Restore Job

Restore Point * All nodes )
D Group by VMs e
= o Citrix XenServer
:=| Citrix XenServer Backup2(Job has been deleted )
[ (=] Citrix Xenserver Backup3(Job has been deleted )
(8 vMware vSphere
[E)-E=) backup job test
[J centos-84.110
=& ubuntu-84.112

1 @ {5) 2020-10-09 10:03:26 (Full Backup)
= (1) 2020-10-09 10:08:21 (Incremental Backup)

Please select one restore point of target VM for granular restore.

Job Name * VMware vSphere Granular Restore1

Default job name could be modified.

Select one restore point where you can find your target file. The restore point can be a full, an incremental or a
differential restore point.

When done selecting the restore point, you may rename the granular restore job if necessary, then click on OK
button to submit.

Granular Restore Job Operations

Once you finished creating the granular restore job, you'll be redirected to the Monitor Center > Jobs page. The
newly created granular restore job will be listed in the current job list in pending status.

@ Current Job

Search

Job Name Module Job Type Create Time v Status Speed Progress Creator Operation

VMware vSphere Granular 2020-10-09 16:14:18 - - admin

Restore

To run the granular restore job, please click on Options, then select Start Job. And the job status will change into
preparing. The preparation process will take several seconds to several minutes depending on the VM size and the
performance of Vinchin Backup Server hardware. After this, the status will change to running.

When you get running status, please click on the job name to browse the file list of the VM.



® Summary I Granular Restore File List

Job Status RUNNIN;
Groupby  [=] System directory structure ~
Virtual Machine ubuntu-84 112
Restore Point 2020-10-00 10:08:21 ° Allfles = by name
Operation File name Size File system Operation

&

! -
8 Instructions:

1.Click "Options' and click "Start Job' to browse the VM file list.

2.Find the target file and you are able to download it.

(¢ RunLog

start granular restore job done
obtain timepoint set vm info
u start Guest Handler

load vm granular restore job info

In the Granular Restore File List column, you are able to retrieve the desired files or folders. You can also organize
the file list by system directory structure, physical disk device and LVM as per your convenience.
Enter the target directory, find the target files or folders and click on the < button to download.

I Granular Restore File List

Group by =] System directory structure ¥

° All files > / Search by name

File name Size Edit time Operation
bin - 2020-09-23 14:57:01 &
boot - 2020-09-23 15:31:43 *
dev - 2020-09-23 14:45:47 &
etc - 2020-08-23 16:01:29 &
home - 2020-08-23 15:31:17 &
initrd.img 60.49MB 2020-08-23 15:31:43 &
initrd.img.old 60.49MB  2020-09-23 15:31:43 L3
lib - 2020-09-23 14:57:01 &
lib32 - 2019-04-17 02:51:49 &
libB4 - 2020-09-23 14:45:47 L
libx32 - 2019-04-17 02:51:49 &
lost+found - 2020-08-23 14:45:17 &
media - 2020-08-23 14:45:47 &
mnt - 2019-04-17 02:51:51 L3

The downloaded files will be in the original format, while the downloaded folders will be a .tar.gz package, use the

below command to decompress the package then you get all files of the target folder.

tar -zxvf foldername.tar.gz

Notice
Once you had done retrieving the files, please return to current job list, and stop the granular restore job. As if the
granular restore job keeps running, certain system resources will always be occupied. And if the job is no longer

needed, you can also delete the job from the current job list.
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V2V Migration

V2V Migration Licensing

V2V Migration is a value-added feature which is available (also optional) on Vinchin Backup & Recovery Enterprise
edition. It needs to be licensed separately based on the number of VMs you plan to migrate from one platform to
another/other platforms.

The V2V Migration license will be counted by "per VM per restore" principle, which means for one VM, if you
restore it to another virtual platform twice or to two different virtual platforms, 2 V2V Migration license counts
will be consumed.

Supported Platforms

The following virtualizations are supported by Vinchin Backup & Recovery for V2V Migration.
VMware vSphere

Red Hat Virtualization (RHV)

oVirt

Oracle Linux Virtualization Manager (OLVM)

Citrix Hypervisor (formerly XenServer)

XCP-ng

OpenStack

Huawei FusionCompute(KVM)

H3C CAS/UIS

Sangfor HCI

ZStack

For Microsoft Hyper-V, V2V Migration will be supported soon.

Conditions and Limitations

V2V Migration involves converting a VM's configurations to a compatible version from one platform to another.
And also involves disk format converting.

Due to the hypervisor and other technology differences between virtual platforms, Vinchin cross platform restore
must comply with the below conditions.

Cross platform restore should comply with the restrictive conditions of the target virtualization platform, e.g.,
unsupported guest OS, unsupported hardware, etc.

Antivirus and other security software within the VMs might prevent drivers optimization processing, as a result,
some application/software might not run properly after cross platform restore.

After cross platform restore, due to virtual hardware devices changing, hardware signature changing, there's
possibility of application malfunction or license exception.

This situation is unavoidable and cannot be eliminated from Vinchin backup server side.



Due to the above-mentioned reasons, Vinchin cannot guarantee 100% success rate of all VM cross platform
restores. There are possibilities of manual interaction and restore failures during cross platform restore. As a
result, users should not abandon the original virtual platform before all VMs and data assets had been successfully

restored to a new virtual platform.

V2V Migration with Full VM Restore

If your Vinchin Backup & Recovery has V2V Migration functionality enabled, and has multiple virtual platforms
connected, when creating a VM restore job, you can directly select a different virtualization platform as the
restore destination.

Refer to Full VM Restore to create a VM restore job for V2V Migration, in Restore Destination, step 2 of the job
creation wizard, you can see all virtualization platforms connected to Vinchin. Expand the target virtualization and
select a target host as the restore destination.

After the job is completed, the selected VM(s) will be restored to the target virtualization platform.

V2V Migration with Instant VM Restore

Vinchin Instant VM Restore feature allows you to use a VM's backup to run the VM directly on a different virtual
platform. Within 15 seconds, the VM will be ready to start up on any desired platform. It ensures your core
business continuity across virtual platforms in your hybrid virtualization environment.

If you have V2V Migration enabled with your Vinchin Backup & Recovery, when creating an instant VM restore job,
you are allowed to select any virtual platform connected to Vinchin backup server. Please refer to Instant VM
Restore to complete instant restore job configurations, in the Target Host field, please select a host from the
target virtualization platform. Once the job is created and you click to start the job, you are able to access this VM
and its services within 1 minute from the new virtual platform.

V2V Migration with instant restore runs the VM directly from backups resides in Vinchin backup server's storage
repository. A live migration operation is required during non-production hours to migrate all backup data including
the cache data generated during instant restore runtime to the new virtual platform datastore. Please refer to Live
Migration to configure the migration settings, the migration should also be targeted to the new virtual platform.



Physical Backup

Preparation for Physical Backup

Physical backup of Vinchin Backup & Recovery is an agent-based backup functionality which can perform file level,
application level (database) and volume level backups to meet the data protection needs of customers physical
servers.

Before creating backup jobs for the file servers, database servers or the entire operating system of the physical
servers, backup agents need to be deployed on the servers.

Deploy Agents for Linux Server

Download Backup Agent for Linux Server

Open the web console of Vinchin Backup & Recovery, on the login screen, click on Download Backup Plugin to show
the agent download options.

In the Type dropdown list, please select Physical Backup Agent option.

In the OS dropdown list, please select the target Linux distribution.

Click on Download button to download the backup agent for the Linux servers.

The downloaded backup agent installer for Linux server should be a .tar.gz package. If you’ve downloaded it on a
Windows desktop, please upload it to the Linux server which you wish to backup.

Install Backup Agent for Linux Server

Login to the command line interface (CLI) of the Linux server. Install the backup agent follow the steps below.

1. By using the below command to decompress the .tar.gz package.
tar -zvxf vinchin-backup-agent-xxx-x86_64.tar.gz

Where the 'xxx' should be the version number and Linux distribution same as the actually downloaded installer.

2. Enter the backup plugin package folder.
cd vinchin-backup-agent-xxx-x86_64

Where the 'xxx' should be the version number and Linux distribution same as the folder decompressed from the

agent installer.

3. Install with the below command.
./agent_install

Once you execute the agent install command, the installation will begin, and during the installation process, you
need to specify the agent connection mode and maybe required to specify the backup server IP based on connection

mode you choose.



4. Choose the connection mode.
1) Server-to-client
2) Client-to-server
Please select connection mode [1,2] <default 2>:
Choose between 1 and 2 to determine “server to client” or “client to server” connection mode.

If 1 (input 1 and press enter), the agent will only be installed and will not connect to server, users will have to add
the agent from Vinchin Backup & Recovery web console after the agent installation.

If 2 (directly press enter or input 2 and press enter), users will be asked to provide the Vinchin backup server IP for
the agent being able to automatically connect to after the installation.

5. Specify backup server IP.

Only if the connection mode is 2, users will be asked to specify the backup server IP.

Please select connection mode [1,2] <default 2>:2
Please input backup server IP:172.18.1.10

Please enter Vinchin backup server IP then press enter.

6. Specify client/server listening port.

If the connection mode is 1, users will be asked to specify the client listening port. It’s not recommended to change
the port number, please press enter to continue.

If the connection mode is 2, users will be asked to specify the server listening port. It’s not recommended to change
the port number, please press enter to continue.

7. Specify client transport port.

It’s not recommended to change the client transport port, please press enter to confirm the installation.

Once the users completed the above settings, the installation will be done in a few seconds, if you had chosen
connection mode 1 (server to client), after the agent installation, please open Vinchin Backup & Recovery web
console to add the agent to Vinchin backup server, please refer to Add Physical Backup Agent.

Deploy Agents for Windows Server

Download Backup Agent for Windows Server

Open the web console of Vinchin Backup & Recovery on the target Windows server which you wish to backup, on
the login screen, click on Download Backup Plugin to show the agent download options.

In the Type dropdown list, please select Physical Backup Agent option.

In the OS dropdown list, please select Windows.

Click on Download button to download the backup agent for the Windows servers.

The downloaded backup agent installer for Window should be a .exe package. If you've downloaded it on another
Windows desktop, please upload it to the Windows server which you wish to backup.

Install Backup Agent for Windows Server

Install the backup agent follow the steps below.
1. Run the backup agent installer with administrator permission by right clicking on the installer and select Run as



administrator.

2. Specify installation location.

5 Setup - VinchinBackupAgent —

Select Destination Location
Where should VinchinBackupAgent be installed?

Setup wil install VinchinBackupAgent into the following folder.

To continue, click Next. If you would like to select a different folder, click Browse.

C:\Program Files\VinchinBackupAgent Browse...

At least 500.0 MB of free disk space is reguired.

It’s recommended to install the backup agent in the default location.
3. Specify connection mode.

5 Setup - VinchinBackupAgent —

Agent configuration
Connection mode

O Connection mode 1
Server-to-client

® Connection mode 2
Client-to-server

Choose between Connection mode 1 and 2 to determine “Server-to-client” or “Client-to-server” connection mode.
If Connection mode 1, the agent will only be installed and will not connect to server, users will have to add the agent
from Vinchin Backup & Recovery web console after the agent installation.

If Connection mode 2, users will be asked to provide the Vinchin backup server IP for the agent being able to
automatically connect to after the installation.

4. Specify backup server IP.



5 Setup - VinchinBackupAgent —

Agent configuration
Specify backup server IP

Please enter the backup server IP:

172.18.1.10]

If you had chosen Connection mode 2, please enter the backup server IP address and click on next to continue.
5. Port configurations.
If Connection mode 1, users have to specify the Agent listening port and Agent transmission port.

5 Setup - VinchinBackupAgent —

Agent configuration
Service port configuration

Agent listening port Agent transmission port
23100 23101

If Connection mode 2, users have to specify the server listening port and agent transmission port.

5 Setup - VinchinBackupAgent —

Agent configuration
Service port configuration

Server listening port Agent transmission port
22710 23101

For both scenarios, it’s always recommended to use the default port numbers.



6. Specify the start menu folder.

5 Setup - VinchinBackupAgent —

Select Start Menu Folder
Where should Setup place the program's shortcuts?

IJ Setup will create the program's shortcuts in the following Start Menu folder.

To continue, click Next. If you would like to select a different folder, click Browse.

inchinBackupAgent Browse...

Please use the default folder and click on Next to continue.

7. Confirm installation.

5 Setup - VinchinBackupAgent —

Ready to Install
Setup is now ready to begin instaling VinchinBackupAgent on your computer.

Click Install to continue with the installation, or click Back if you want to review or
change any settings.

Destination location:
C:\Program Files\VinchinBackupAgent

Start Menu folder:
VinchinBackupAgent

< Back Install Cancel

If there’s no issue with the installation location and the start menu folder, please click on Install to confirm the agent

installation.
Once the installation is completed, please click on Finish to exist the agent installation wizard. If you had chosen
Connection mode 1 (Server-to-client), after the agent installation, please open Vinchin Backup & Recovery web

console to add the agent to Vinchin backup server, please refer to Add Physical Backup Agent.

Agent Auto Deployment

Except manually download and install the backup agents for the Linux and Windows servers, users can also choose
to auto deploy the agents. The agent auto deployment is supported with RHEL, CentOS, Ubuntu and Debian Linux
distributions. For Windows, Windows Server 2008, 2012, 2016, 2019 and 2022 are supported. For Windows server
2003 and Windows desktop, agent auto deployment is not supported.

Agent auto deployment is suitable with the scenario which the backup server and the physical servers are in the

same LAN. For other network environments, auto deployment might not work.



Single Server

To deploy backup agent on a single Linux/Windows server, please go to Resources > Agents page. Click on Add
button, and then in the pop-up dialog please select Auto Deploy.

Auto Deploy
——
Method single-server v
03 Windows v
IP Address
Usemame
User account can be used fo login to the host operating system
Password
Password of the user account
Name
Advanced Settings i ]
Cancel m

In Method dropdown list, please select Single-server.

In the OS dropdown list, please select the physical server OS type.

In the IP Address field, please enter the IP address of the physical server for Vinchin backup server being able to
connect and deploy backup agent.

In the Username and Password field, please provide the user credentials of root (if Linux) or administrator (if
Windows). If with any other user accounts which lack of permissions, the agent deployment will fail.

In the Name field, users can define a customized name for identification of the server agent.

The Advanced Settings are optional, it is used to configure the connection mode and signaling port or transmission
port based on the connection mode you wish to use.

Advanced Settings n:l i}

Connection Mode Agent-to-server -4
Agent-to-server
Agent Signaling Pert Server-to-agent

Usually, it’s recommended to use the Agent-to-server mode, and leave the signaling and transmission ports as
default.
Once done the configurations, click on OK to confirm adding the agent, Vinchin backup server will then try to

connect with the specified server with provided user credentials and try to install the agent automatically.



Auto Deploy

Method Single-server v
0s REHL7/CentOS7 X564 v
IP Address 172.18.19.34
Username root
User account can be used fo login to the host operating system.
Password

Password of the user account
Name centos7?

Advanced Settings (1]

Cancel ﬂ

While the screen is in loading state, please do not leave this page or refresh the page, otherwise it will fail to upload

the agent installer to the server.
Once the uploading is done, the agent will be added in to the agent list, its status will be in “Offline(Deploying)”
state. When the agent have been successfully deployed, the agent status will be changed to “Online(Deployed)”.

Batch Import

For deploying physical backup agents on a large amount of physical servers, Vinchin provides batch import option
for users to import the server list from a template file.

Please go to Resources > Agents page. Click on Add button, and then in the pop-up dialog please select Auto Deploy.
In the Method dropdown list, please select Batch-import.

Click on Download template to download the batch import template, a .xls file will be downloaded to your desktop,
please edit this file with MS Excel.

In the IP Address column, please list the IP addresses of the servers which you wish to deploy backup agents.

In the Operating System column, please specify the operating system type corresponding to the IP addresses.

In User and Password columns, please provide the user credentials, if Linux, please use root; if Windows, please
user administrator.

In the Alias column, you can optionally define a customized name for each server for identification.

As for the Connection Mode and Server Signaling Port, it’s recommended to leave these 2 columns as default.
Once done editing the template file with all the server information, save the modifications and then upload it to
batch import the server list for Vinchin backup server to batch deploy agents on those servers.



Manual Auto Deploy

1. With auto deployment, if the host does not have agent installed, auto deployment will be performed
with the provided user account in silent installation mode.

2. For auto agent deployment, network must be reachable from Vinchin server to the target hosts, the
transmission port must not be used by other services. If Windows, the provided user account must be
administrator; If Linux, the provided user account must be root.

3. It might take a while to auto deploy agents, please do not leave Agents page before deployment
completed. For Windows Server, agent auto reinstallation is not supported, please manually uninstall
the old agent and then perform auto deploymeft. -

4. If auto deployment failed, please download agent installer to manually install on the failed servers
then add the agents.

Import £ Upload file

Download template, upload after completed edifing.

X
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While the screen is in loading state, please do not leave this page or refresh the page, otherwise it will fail to upload
the agent installer to the server.
Once the uploading is done, the agents will be added in to the agent list, agents’ status will be in “Offline(Deploying)”
state. When the agents have been successfully deployed, the agent status will be changed to “Online(Deployed)”.
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Add Physical Backup Agent

No matter for Linux or Windows backup agents, if the connection mode is 1 (Server-to-client), after the agent
installation, users have to added the agents from Vinchin Backup & Recovery web console from Resources > Agents
page.

Click on Add button to add the agent.

Manual

Notice

1. Please download and install agent on target server then add the agent.

2. If the agent is installed with Agent-to-server connection mode, agent will connect to server directly, you
don't have to add.

3. Ifthe agent is installed with Server-to-agent connection mode, please fill in physical server IP to add

agent
IP Address 172.18.19.25 v
Name CentOS Server v
Agent Signaling Port 23100

In the IP Address field, please input the IP of the Linux/Windows server which you had installed the agent with
Server-to-client connection mode.

In the Name field, you can give it a name for identification.
As for the Agent Signaling Port, it’s not recommended to change it, please leave it as default.
Once done, click OK to add the agent.

(@Agents

IP Address Hostname 0s Licensed module Application Settings Add Time v Status Owner Operation
172.18.189 WIN-VISBH2§190J\Windows Server  Windows Server 2016 Standard ~ — - 2023-02-07 17:35:11 admin & Options v
2016
172.18.19.26 localhost localdomain/172.18.19.26 CentOS Linux release 782003 - 2023-02-03 10-44:19 admin © Options v
(Core)
172.18.19.25 localhost localdomain/172 18.19.25 CentOS Linux release 762003 — - 2023-02-03 10:44:19 admin & Options v

(Core)

All agents connected to Vinchin backup server, no matter with Server-to-client or Client-to-server mode, will be all
list on the Resources > Agents page.

License Physical Backup Agents

All physical backup agents connected to Vinchin backup server will be listed on the Resources > Agents page.
Before users can perform file, database or server backup, the agents need to be licensed with corresponding
license modules.



Select one or a group of physical backup agents and click on License button, you’ll be able to enable backup of
those agents.

Hostname localhost.localdomain, localhost.localdomain, localhost.localdomain,
localhost.localdomain

IP Address 172.18.19.33, 172.18.19.34, 172.18.19.26, 172.18.19.25

Licensed module File Backup Free/Used/Total: 19/1/20

Database Backup Free/Used/Total:

Server Backup Free/Used/Total: 20/0/20

Notice
1. License: select license module and click on License button.
2. Unlicens: ct licen ule and click on Unlicense button

3. You can batch license/unlicense agents with the same license module

Unlicense

The physical backup agents can be licensed with File Backup, Database Backup and Server Backup license
modules. According to the workloads running on the physical server, please select corresponding module and then
click on License button to get the agents licensed for backup.

To unlicense the agents, please also select the corresponding module and click on Unlicense button to get the
agents unlicensed.

File Backup

Create File Backup Job

To create file backup jobs, please go to Physical Backup > File Backup > Backup page. There are 4 steps to create
a file backup job.

Step 1: Backup Source

First you need to select the file backup agents from the File Backup Agents column for this backup job. It can be
selected one or more file backup agents at the same time.



After selecting the file backup agents, click on + you can select files/folders you want to back up from the backup
source column.

Then you can click on Advanced, the wildcard filter can be set.

Wildcard Filter including None, Exclusion and Inclusion. If you choose None, backup files/folders which you have
selected won’t use any filter. If you choose Exclusion, backup all files except the ones to be excluded by exclusion
filters. If you choose Inclusion, only backup files which will be matched by the inclusion filters.

In the Filter field, type a filter rule e.g.: *.docx and click Add to add it; Multiple filters can be applied to a single
backup job; "*’ can match 0, 1 or multiple characters, '?' can only match 1 character.

After setting the wildcard filter, you can click on Apply to Other Agent(s) to apply the wildcard filter to other
agent(s). Then click on Next to continue.

Step 2: Backup Destination

A backup destination (backup storage) should be associated with this backup job.

In the Target Node dropdown list, you can select a backup node on which you want the backup data to be



processed and stored.
In the Target Storage dropdown list, the storages which belong to the selected backup node can be selected.
When done selecting the backup storage, please click on Next button to continue.

Step 3: Backup Strategies

Under the General Strategy tab, you can setup the backup Time Schedule, Speed Controller, Data Storage Policy,
Retention Policy and Advanced Strategy.

To determine the backup window of this job, the Time Windows indicator can be a reference for you to determine
in which time window the job should be scheduled.

In the Time Schedule field, you can configure the time schedule of the backup job, you can configure the job as a
Backup as Scheduled job or a Once-off Backup job.

For a once-off backup job, the job will only run for once, and only full backup will be performed. You only have to

Time Windows
0123456 7 89 10111213 14 15 16 17 18 19 20 21 22 23

de  Nomal Crowded Busy
Mode Once-0ff Backup v
Start Time * x = [i ]

February 2023 >

Su Mo Tu We Th Fr Sa

For Scheduled backup job, you can schedule Full Backup with Incremental Backup combination, Full Backup with

Differential backup combination. Here we take Full Backup with Incremental Backup as an example.

Time Windows
0123456 7 8 9 10111213 14 15 16 17 18 19 20 21 22 23

Ide  Norma Crowded  Busy

Mode Backup as scheduled v

Schedule * 9% FulBackup  [J Incremental Backup Differential Backup €

By default, full backups will be scheduled on each Friday. And incremental backups will be scheduled each day
(when the time point of a full backup is overlapped with an incremental backup, full backup will be taken, and the
incremental backup with be taken on the next scheduled time point). This is the most commonly used strategy
that we recommended. But if you want to customize the schedules according to your requirements, you can edit
the settings for either full backups or incremental backups. For example, you can schedule full backups twice a

month without repeating.



Daily Monthly v 2 3 4 5 6 7
8 9 10 1 12 13 14
Weekly 3 15 16 17 18 19 20 21
2 23 24 25 26 27 28
O Monthly 29 30 31
Start Time 10:25:00 (o]
Repeat (1]

Then configure several incremental backups each day, by default incremental backup will run only for once each
day, to run incremental backups several times a day, you can enable the Repeat option.

ncremental Backup (Daily 0:00:00 Start, R terval 6:00:00, 23:58:58ENd)

o Dl Start Time 0:00:00 @
Weekly P o
Repeat Interval 6:00:00 Q
Monthly
Repeat End 23:59:59

In the above example, full backups will run on day 1 and day 15 of each month, incremental backups will run every
6 hours each day. This is just an example, you should configure the schedules per your requirements based on
your actual virtual environments.

Notice
1. It is recommended to run full backups on week basis and run incremental backups on daily basis.

2. It is recommended to set the backup schedule to run at night or in the other nonproduction hours.

After configuring the time schedules of the backups, next you can configure the Speed Controller, the speed
controller settings are optional, only if the backup jobs will bring network or I/O overload to your production
environment, you can configure the speed controller accordingly.

€2 5peed Ccontroller

Policy As Scheduled v o
Schedule
Daily Weekly Monday Tuesday Wednesday
Thursday Friday Saturday
° Weekly Sunday
Monthly Start Tims 230000 ©
End Time 233000 O

Max Speed 50 A ~ [i]

Cancel ﬂ

The speed controller policy can be configured as Permanent or As Scheduled.

Data Storage Policy including Compression and Encryption of the backup data.



Data Compression
Data Encryption
Random Password
Passwiord

Confirm Password

By enabling Data Compression, you can save the bandwidth and storage resources for transmitting and storing
the backup data.

By enabling Data Encryption, the backup data will be encrypted and then stored into the backup storage. A
password needs to be specified to secure the data encryption, when creating a VM restore job, password
verification is required to perform VM restore.

Notice
After configuring a custom encryption password, please keep the encryption password corresponding to the
backup job safe. If you lose the encryption password, the backup data cannot be restored.

Retention Policy can be used to define how much/long the backup data to be reserved in the backup storage, you
can either define the retention policy with Number of Restore Points or Number of Days mode.

Retention Mode Number of Restore Points e ]

Restore Points 30 4

If you choose the retention policy as number of restore points, Vinchin Backup Server will save the specified
number of restore points (the number of restore points is counted by full restore point), if you choose number of
days, Vinchin Backup Server will save the restore points within the specified number of days, the older restore
points will be deleted to comply with the retention policy.

Advanced Strategy contains transfer threads and scan threads. You can set 1 to 32 transfer/scan threads for a
single backup job.

Transfer Threads 3 A v

Scan Threads 3 A )

Increasing the number of threads can improve backup job efficiency, but multi-threading will occupy the resources
of the file server, so the number of threads should be set reasonably according to the actual situation.

In order to eliminate the high efficiency backup impact on the performance of file server, users can set the transfer
and scan thread number to 1. And when the scan thread has been set to 1, users also able to configure the scan
speed.

Transfer Threads 3 ~ v
Scan Threads 1 P

Scan Speed Very Fast v

The scan speed can be configured with Very Fast, Fast, Normal, Slow and Very Slow options to balance the file



server performance and backup speed.
Under the Transmission Strategy tab, users can configure transmission options for file backup.
If you enable the Encrypted Transfer, backup data will be transferred through SSL protocol.

When multiple networks are configured, you can choose which network to backup, the premise is that the
network is connected to the file server.

Under the Advanced Strategy tab, by enabling Snapshot can ensure file backup data consistency.

Notice

To enable snapshot, you need to make sure there’s sufficient disk space, if the free space is not enough for snapshot,

the snapshot process might fail.

Step 4: Review & Confirm

After completing the above-mentioned settings, you are able to review and confirm the file backup job settings in
one screen.

You can give this job a customized name then click on Submit to finish creating this file backup job.
File Backup Job Management

Once a file backup job had been created, you will be redirected to the Monitor Center > Jobs page.

The newly created file backup job will be in pending status, the operations which can be done to the file backup job

is similar with the VM backup jobs, you can schedule on, start, stop, edit or delete the job from the current job list.



File Backup Data

The file backup data can be managed from Physical Backup > File Backup > Backup Data page.

View Backup Data

By default, all file backups of all backup nodes from Vinchin backup agents will be displayed, if you wish to view
backups of a specific backup node, please select a node from the dropdown list.
The file backup data is organized with a file backup job -> file server -> restore point structure as shown below.

\\\\\

Each restore point is named with the timestamp of its creation and will be marked with its backup type. To view
more information of the restore points, simply click on the file server name, all the restore points of the selected
file server will be listed on the right with more detailed information.

Restore Point Backup

You can get more information like the actual data size, written size and the storage which is used to store the file
backup data.
To search specific restore point(s), you can use the Search button on the left or use the Advanced search button

at the right side of the restore point list.

Retention Tags

The purpose of using the retention tags is to avoid the general retention policy from purging some specific backups
and keep them for a longer time period.

For file backup data, you can set F: forever retention tag for the full restore points (incremental restore points
does not support setting retention tag). The F tag can only be manually set. To manually set retention tags, please
go to Physical Backup > File Backup > Backup Data page. By selecting a file server from a backup job, all the
restore points will be listed on the right, find the restore point which you wish to set/unset retention tags and
click Options button, and then select Set Retention Tag.

Cat retention tac
ir >etretention tag

Forever Retention Tag

Cancel




Check the Forever Retention Tag option and click OK to set the retention tag, once a the restore point has a
forever retention tag set, it will be kept permanently until users unset the tag.

Delete Backup Data

We recommend configuring comprehensive retention policy for the file backup jobs to automatically purge the
out-of-date backups instead of manual deletion of the backup data. It is a highly risk operation by deleting the
backup data manually. If you have to do this, please follow the below instructions.

To delete File backup data, please go to Physical Backup > File Backup > Backup Data page. There are two
approaches to perform the deletion.

From the left side tree view, by selecting a full restore point (incremental or differential restore points cannot be
selected) and clicking on the Delete button to delete the backups, the dependent incremental or differential
restore points will be deleted along with the full restore point.

From the right side table view, click on Options of a full restore point and select Delete, the selected full restore
point will be deleted and the incremental or differential restore points will be deleted as well.

No matter how you perform the backup deletion, you need to provide your login password to confirm the deletion,
once the data had been deleted, it’s unrecoverable!

File Restore

To restore files from file backup restore points, please go to Physical Backup > File Backup > Restore page. There
are 4 steps to restore files from the file backup restore points.

Step 1: Restore Point

First you need to select a backup agent and a desired restore point from the Select Restore Point column.
Then select the desired files/folders from the Restore Source column.

When done selecting files/folders, click on Next button to continue.

Notice

If the file backup data had been encrypted, when selecting the restore point, you’ll be asked to provide the
encryption password. Only if you provide the correct encryption password then you can continue to restore the
files with the encrypted file backups.



Step 2: Restore Destination

First you need to specify the destination for the selected files/folders to be restored to File server or NAS server.

Then please select the backup agent. If the Restore Path is selected as “Manually select path”, check the specified

disk/folder to restore the data to the corresponding path.

As shown in the figure below, hover the mouse over (C:)" and click the ‘+’ on the right can create a new folder.

see=0

The defult name of the new folder is “recovery-destination1”, which can be modified or deleted. For windows

system, the file name cannot contain ‘<> /\ | : ¥ ?".

If the Restore Path is selected as “Recover to the original path”, the data will be overwritten and restored to the
original path, all files with the same name under the original path will be overwritten and restored, and the newly

created files will be kept unmodified.

Then please click on Next to continue.

Notice
Only when the recovery source and destination are of the same operating system can the recovery path be

selected as ‘Restore to the original path’.

Step 3: Restore Strategy

The restore strategies including Speed Controller, Transfer Threads, Encrypted Transfer and Transmission Network,

these options are with the same principle as when you setup the file backup job.



Step 4: Review & Confirm

After finishing the above settings, you are able to review and confirm all settings here. Click Submit to confirm
creating this job.

Once the job has been created, you'll be redirected to the Monitor Center > Jobs page.

As the file restore job is by default to be executed right after the creation of the job, so it will run automatically,
when you see it in the current job list, it should be in running status already, and once completed, the job will be
automatically deleted from the current job list.

After this you can browse the restored files/folders from the selected file server/NAS server and the selected path.



SQL Server Database Backup

Preparation SQL Server Backup

After the installation of Vinchin physical backup agent on SQL Server database server, users have to license the agent
with database backup module.

When done installation and licensing, please open Vinchin Backup Server web console and go to Resources > Agents
page, find the target agent, click on Options and then select Application to configure application settings for
database backup.

Click on Configure Application button to configure the application settings.

In the Application Type dropdown list, please select SQL Server.

1 Application Type

Application Type *

17

QL

o
@

rver v
Select Instance *
Instance Name Database Type Version User Authentication Mode Authi

MSSQLSERVER | SQL Server

Page of 1] View 10 ~ records | Total 1 record(s)

Select the SQL Server instance and click on Next.

There are two authentication modes, Windows Authentication and SQL Server Authentication.

If select Windows Authentication, agent will use the user which you logged in to connect the SQL Server database,
when running database backup.

If select SQL Server Authentication, in the popup dialog, fill the Username and Password that database you want
to use.

2 Application Settings

Authentication Mede SQL Server Authentication v o

Username = sa

Password * .........

When SQL Server application is successfully configured, in the agents list, you should see the agent look like below.

172182211 WIN-IBKFA5CUSLP/sqlserver Windows Server 2016 Datacenter MSSQLSERVER(SQL 2023-02-17 15:05:04 admin

Server)

Now you should be able to create backup jobs for the SQL Server database server.

Notice

Whichever authentication mode you select, please ensure that the user must have database sysadmin permissions.



Create SQL Server Backup Job

To create SQL Server database backup jobs, please go to Physical Backup > Database Backup > Backup page. There

are 4 steps to create a database backup job.

Step 1: Backup Source

First select database backup agent from left column, then expend SQL Server instance and select the databases

which need to be backed up.

/> New Database Backup Job

0 Backup Source 2 Backup Destination 3) Backup Strategies
B Database Backup Agents saL server v
[ [F) 192.168.91.13(WIN-KC7F595QF3V) S
El® [} MSSQLSERVER
= B master
192.168.91.13(WIN-KC7FS95QF3V,

B L e= % B model =
- B msdb
- B ReportServer =]
- B ReportServerTempDB
= B DwDiagnostics

g

= B pwConfiguration
.= B DWQueue

Step 2: Backup Destination

4 Review & Confirm

Selected Database

MSSQLSERVER/master

MSSQLSERVER/model

MSSQLSERVER/msdb

MSSQLSERVER/ReportServer

MSSQLSERVER/ReportServerTempDB

MSSQLSERVER/DWDiagnostics

MSSQLSERVER/DWConfiguration

MSSQLSERVER/DWQueue

A backup destination (backup storage) should be associated with this backup job.

+ Backup Source e Backup Destination 3 Backup Strategies

Target Node localhost.localdomain(192.168.91.18)

4 Review & Confirm

Target Storage CIFS_NEIL_PC(CIFS Share, Capacity *331 51GB, Free Space 314 84GB)

CIFS_NEIL_PC(CIFS Share, Capacity ‘331 51GB, Free Space:314 84GB)
Local Disk_18(Local Disk, Capacity ‘49 97GB, Free Space'46 37GB)
Br8L & FAURUE U (0 101 1T BECR0T 100

2. Select a storage on the node to save the backup data

In the Target Node dropdown list, you can select a backup node on which you want the backup data to be processed

and stored.

In the Target Storage dropdown list, the storages belong to the selected backup node can be selected.

When done selecting the backup storage, please click on Next button to continue.
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Step 3: Backup Strategies

In the General Strategy it including Schedule, Speed Controller, Data Storage Policy and Retention Policy.

/> New Database Backup Job

Backup Source Backup Destination Backup Strategies 4 Review & Confirm
¢Z General Stralegy < Transmission Stralegy @ Advanced Siraleg
Mode Backup as scheduled ~
Schedule * Full Backup Differential Backup Log Backup  €¥

In the Schedule field, you can configure the time schedule of the backup job, you can configure the job as a Backup
as Scheduled job or a Once-off Backup job.

For a once-off backup job, the job will only run for once, and only full backup will be performed. You only have to
appoint a time of when to start the backup job, in the Time Schedule field.

Mode Once-off Backup v

Start Time * x [ e

November 2021 >
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For a backup as scheduled job, you can schedule Full Backup, Differential Backup and Log Backup.
Here we take these three Backup as an example. Please set the backup mode and backup schedule as per your
actual demands, then please click on Next to continue.



19 Schedule rFu Backup (Every Friday, 23:00:005tart, Ne-repeat). Differential... +

Mode Backup as scheduled w
Schedule = Full Backup Differential Backup Log Backup €
+ Full Backup (Every Friday, 23:00:005tart, No-repeat) —+
+ Differential Backup (Daily 23:00:005tart, No-repeat)

+ Log Backup {Daily 23:00:005tart, No-repeat)

Speed Controller is optional. It can be used to limit the transmission speed during database backup if needed.
The speed controller policy can be configured as either As Scheduled or Permanent. An As Scheduled policy can be
configured to limit the backup speed on Daily, Weekly and Monthly basis.

(% Speed Controller

Policy As Scheduled +« 0
Schedule
Daily Every week Monday Tuesday Wednesday
Thursday Friday Saturday
Q@ weeky
. Sunday
Monthly
Start Time 23:00:00 (o]

Repeat End 23:30:00 (o]

Max Speed 15 A v MBis v| €

Cancel

A Permanent policy will always limit the backup speed within the specified Max Speed.

(2 Speed Controller

Policy Permanent v 0

Max Speed 15 ~ v (i )

cancel m

There are 2 options in Data Storage Policy section, Data Deduplication and Data Compression. By enabling these 2

options, the backup data will be deduplicated and compressed before saving into backup storage.
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[ Data Storage Policy Data Deduplication: OFF, Data Compression: ON

Data Deduplication

Data Compression m o

For the retention policy of the database backup, there are 2 retention mode, retain the database backups according
to Number of Restore Points or Number of Days.

For the retention mode Number of Restore Points, the restore points will be counted by full restore points, including
the differential backups and log backups dependent on this full backup.

For retention mode Number of Days, Vinchin Backup Server will save the restore points within the specified number
of days.

Retention Mode Number of Rest v o

Number of Restore Points
Restors Points Number of Days

When the retention policy is triggered, the outdated restore points will be purged to comply with the retention
policy.

In the transmission Strategy, you can choose to enable Encrypted Transmission for data safety.

The backup data will be transferred through LAN by default.

Backup Source Backup Destination o Backup Strategies 4 Review & Confirm
¢2 General Strategy 5 Transmission Strategy  @F Advanced Strategy
Encrypted Transmission m o
Transfer via LAN ~ o

T —

Advanced Strategy including Check Database Integrity, SQL Server Compression and Page Checksum.

&2 General Strategy % Transmission Strategy | € Advanced Strategy
Check Database Integrity m Li]
SQL Server Compression {i]

Page Checksum m (i}

Check database integrity function is to check database integrity and physical errors before the database backup job
start.

SQL Server Compression is provided by SQL Server to reduce data transfer, data backup time and saves backup
storage.

Page Checksum is used to verify the backup data during the transmission to avoid data damage.

Notice
Between General Strategy Compressed Transfer and Advanced Strategy SQL Server Compression prefer only enable
Compressed Transfer in general strategy. SQL Server Compression will use more CPU and memories.



Step 4: Review & Confirm

After completing the settings mentioned above, you can review and confirm the settings in one screen.
A job name can be specified for identification of the database backup job, and by clicking on the Submit button to
create the backup job.

SQL Server Backup Job Management

Once a database backup job had been created, you will be redirected to the Monitor Center > Jobs page.
& Current Jobs

Search

Job Name Module Job Type  Create Time v Status Speed Progress  Creator Operation

Database Backup 2021-11-05 00:26:26 - - admin

The status of the newly created job will usually be Pending, when the time condition matches the schedule, it will
automatically run. And the status will change to Running, you can also see the transfer speed here within the job
list.

Besides the Current Job list, there’s a dedicated tab to show database backup jobs. More detailed information of
database backup jobs, including database type, database agent info, backup node, next run time and some more
detailed information dedicated for database backup will be given.

Search

Job Name v JobType  Database Type  Agent Mount Node Next Run Status  Duration Speed  Transferred Size  Operation

Backup SQL Server 192.168.123.13 Main123.18(192.1  2021-11-18 23:0
68.123.18) 0:00

By clicking on the job name, you can check more detailed information on the Job Detail page.

For a scheduled backup job, after running one of the schedules, the status will change to Pending again and then
wait for the next run.

For a once-off backup job, after running the job for once, it will be removed from the Current Job list. And you can
find it from the History Job list.

Create SQL Server Restore Job

To restore databases from database backup restore points, please go to Database Backup > Restore page. There are
4 steps to restore databases from the database backup restore points.

Step 1: Restore Point

In the Restore Point dropdown list, select a backup node which stores the desired restore points.
Select a target database restore point under your database which you want to restore. You can quickly find the
target restore point by searching the job name, database name or the date of the restore point. One restore job can



only select one restore point.

<3 New Database Restore Job

0 Restore Point 2 Restore Destination 3 Restore Strategy 4 Review & Confirm
Restore Point * All nodes ~ Selected restore points
Search by database name B  2021-12-1423.00.10 (Log Backup) [x]
E- B mysaL demo01

[#}-(E) Database Backup Job1(Job has been deleted )
E [ sQL Server
[=-(5] 5L Server Backup(Job has been deleted )
Bl El MSSQLSERVER(192.168.120.24)
1B demoo1
= .@ 2021-12-14 16:20:18 (Full Backup)
+-0 (1) 2021-12-14 16:21:16 (Differential Backup)
-DG 2021-12-14 23:00:00 (Differential Backup)
Q@ 2021-12-14 23:00:10 (Log Backup)
DO—‘ 2021-12-15 23:00:01 (Differential Backup)
8 demo02
[21[=) Database Backup Job2(Job has been deleted )
- El M5SQLSERVER(192.168.120.24)
[} B demo01
.0 (5) 2021-12-16 15:17:25 (Full Backup)
£} & demonz
! D@ 2021-12-16 15:17:28 (Full Backup)

Step 2: Restore Destination

After selecting the desired restore point, please select the target database instance on which you wish to restore.
< New Database Restore Job

o + Restore Point ° Restore Destination 3 Restore Strategy 4 Review & Confirm

Target Instance * =] E] 192.158.120.24{50QL Server 2016)
i@ [} MSSQLSERVER

Notice:

To guarantee a successful database restore to the larget database host, the database installation path, login credentials and
instance name should be the same as the source database host

Step 3: Restore Strategy

There are 2 options for database restore, Override Original Database and Create New Database. If you want to use
the Override Original Database restore, please pay attention to this mode, it will directly override the database. It
is recommended to use the Create New Database restore to first restore the data to a new path to verify the data
then perform override original database restore.

<A New Database Restore Job

o + Restore Point ° + Restore Destination ° Restore Strategy 4 Review & Confirm

Moda * Override Original Database v o
Ovemide Original Database
Rollback Time Create New Database
Speed Controller € Speed Controller +
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Select Create New Database need to edit database name, database file path, log file path. The path must be correct

and have enough free disk space, the path will be automatically created during restore process.

<A New Database Restore Job
Restore Point Restore Destination Restore Strategy
Mode * Create New Database ~ (i ]
Database Name: demo01_20211214230010
Database File Path C:\Program Files\Microsoft SQL ServerMSSQL13.MSSQL
Log File Path C:\Program Files\Microsoft SQL ServerMSSQL13.MSSQL

Rollback Time

Speed Controller

Rollback Time: only if you had selected a log backup restore point to restore, you are allowed to perform transaction
rollback restore. If you disable rollback time it will restore to the latest time point (time point of when the selected
backup was taken) by default.

You can select the rollback time in second level within the reference range of log rollback time, so you can rollback
the database to the state of any desired time point.

< New Database Restore Job
Restore Point Restore Destination Restore Strategy
Mode * Create New Database ~ (i ]
Database Name: demo01_20211214230010

Database File Path C:\Program Files\Microsoft SQL ServerMSSQL13.MSSQL
Log File Path C:\Program Files\Microsoft SQL ServerMSSQL13.MSSQL

Rollback Time m
Select Rollback Time 2021-12-14 23:00:10 x =)

og rollback i

December 2021
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Speed Controller

Same as database backup, while restoring databases, you can also configure speed controller to limit the database
restore speed accordingly.

Step 4: Review & Confirm

After completing the above mentioned settings, you are able to review and confirm the settings in one screen.
Once the job has been created, you'll be redirected to the Monitor Center > Jobs page.

As the database restore job is by default to be executed right after the creation of the job, so it will run automatically,
when you see it in the current job list, it should be in running status already, and once completed, the job will be
automatically deleted from the current job list.



After this you can browse the restored job from History Jobs. Your restored data will be found in the path you

configured during creating the restore job.

SQL Server Backup Data

The database backup data can be managed from Physical Backup > Database Backup > Backup Data page.

& Database Backup Data

£2 Restore Points © Restore Point List

All nodes ~ e the database restore points.

t and click on Delete
[=-0 [ sqL Server

g the restore points and clicking on Delete.
[0 T Database Backup Job2 9 9

If you want to delete a restore point or multiple restore points, you can first select target restore point(s) from the
left tree view, and click on the Delete button. The differential backup and log backup cannot be deleted
independently, they will be deleted along with the dependent full backup.

When deleting backup data, you need to provide your login password to confirm the deletion, once deleted the
data will be unrecoverable.

= Database Backup Data

£ Restore Points O Restore Point List
All nodes v No. Time Point Type Data Size Written Size  Storage Operation
1 2023-02-17 15:18:08 Differential 1MB 54 54KB Local Disk1
B30 [ sot server Backup (localhost localdomain(172.18.1.10))
[} O @ Database Backup Job2
B} 0) B MSSQLSERVER(172.18.22.11) 2 20230217 15:13:49 Log Backup MB 15.45KB Local Disk1
0 B master (localhost localdomain(172.18.1.10))
[0 B model
10 (5 2023-02-17 15:10:43 (Full Backup) 3 20230217 15:12:40 Differential 1MB 54.58K8 Local Disk1

2023-02-17 15:12:40 (Differential Backup) Backup (localhost localdomain{172.18.1.10))

-1(D 2023-02-17 15:13:48 (Log Backup)

2023-02-17 15:18:08 (Differential Backup) 4 20230217 15:10:43 Full Backup 3MB 513.06KB Local Disk1
0B msdo (localhost localdomain(172.18.1.10))
O B ReportServer € Comment
[#-0 B ReportServerTempDB Page 1 of 1] View 10 Delete
Notice: Once a restore point has been starred, it will be reserved permanently 2 Set Retention Tag

For the restore point list in the right column, you need to select a database in the left tree menu to view all restore
points of the selected database. Information like backup type, data size, written backup size and storage will be
given.

You can add comments to the full backups, differential backups and the log backups, and set retention tags for the
full restore point to keep the full backup and its dependent incremental and log backups to not be deleted by
retention policy.

A full restore point can be also deleted from the Restore Point List by clicking on Options and then select Delete, the
dependent differential and log backups will be deleted along with the full restore point.



MySQL Database Backup

Preparation for MySQL Backup

After the installation of Vinchin physical backup agent on MySQL database server, users have to license the agent
with database backup module.

When done installation and licensing, please open Vinchin Backup Server web console and go to Resources > Agents
page, find the target agent, click on Options and then select Application to configure application settings for
database backup.

Click on Configure Application button to configure the application settings.

In the Application Type dropdown list, please select MySQL and then click on Next.

In the Applications Settings screen, please configure the following settings.

2 Application Ssttings

CNF File Location * fete/my.cnf
Path of the configuration file of MySQL database
Por 3306
MySQL database port number.
Username * root
D nstan T nam

Password *  .cveeeee

Cance! Back

In the CNF File Location field, please type in the file path of MySQL cnf file. Leave the Port number with default
value and provide database administrator username and password, click on OK to complete the application
configuration.

When MySQL application is successfully configured, in the agents list, you should see the agent look like below.

172181933 localhost localdomain/172 18.19.33 CentOS Linux release 7.8 2003 127.0.0.1:3306{MySQL)  2023-02-16 14:47:25 admin

(Core)

Now you should be able to create backup jobs for the MySQL database server.
If you want to run MySQL log backup, MySQL database needs binary logging enabled. You can check with below
command from MySQL database command line interface.

show variables like ‘%log bin%’;

If you got log_bin value as on, which means binary logging is enabled.



= show variables like '%log bin%':

Variable name
+ .................................
log bin
log_bin_basename
log bin_index

log bin_trust function creators
log bin_use vl row events
sql_log_bin
+ _________________________________
6 rows in set (0.80 sec)

mysql=

If binary logging is not enabled, it needs the database administrator to enable it.



Create MySQL Backup Job

Step 1: Backup Source

First select backup source from left column, then select MySQL database instance you wish to backup, in the right
column will show which instance you selected, click on next to step 2.

7> New Database Backup Job

Backup Source

B Database Backup Agents MySQL ~

[l E 192.188.123.15{localhost.localdomain) B m
= [ 127.0.0.1:3306
-8 information_schema
B mysdl
.8 performance_schema

B sys

[{ 192.168.123.15(localhost.localdomain)

Step 2: Backup Destination

A backup destination (backup storage) should be associated with this backup job.

Backup Source Backup Destination
Target Node localhost localdomain(192.168.123.18) v
Target Storage CIFS_NEIL_PC(CIFS Share, Capacity :331.51GB, Free Space:315.87G8) v
1. Select a backup node to run this backup job.
2. Select a storage on the node to save the backup data.

In the Target Node dropdown list, you can select a backup node on which you want the backup data to be processed
and stored.
In the Target Storage dropdown list, the storages belong to the selected backup node can be selected.

Step 3: Backup Strategies

In the General Strategy it including Schedule, Speed Controller, Data Storage Policy and Retention Policy.



/> New Database Backup Job

Backup Source Backup Destination Backup Strategies 4 Review & Confirm
¢2 General Strategy % Transmission Strate: A ate
Mode Backup as scheduled v
Schedule * Full Backup Differential Backup Log Backup €

In the Schedule field, you can configure the time schedule of the backup job, you can configure the job as a Backup

as Scheduled job or a Once-off Backup job.
For a once-off backup job, the job will only run for once, and only full backup will be performed. You only have to

appoint a time of when to start the backup job, in the Time Schedule field.

{9 Schedule
Mode Once-off Backup v
Start Time * x & o
November 2021 »
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For backup job type, you can schedule Full Backup, Incremental Backup and Log Backup.
Here we take these three Backup as an Example. Please set the backup mode and backup schedule as per your

actual demands, then please click on Next to continue.

13 <chedile Full Backiin
lz 2CNedule  Full Backup

[

2

[

Mode Backup as scheduled v

Schedule Full Backup Differential Backup Log Backup €

« Full Backup {Every Friday, 22:00:005ta o-repes
« Differential Backup (Daily 23:00:005 o-repes
« Log Backup (Daily 23:00:005tart, No-repea

Speed Controller is optional. It can be used to limit the transmission speed during database backup if needed.
The speed controller policy can be configured as either As Scheduled or Permanent. An As Scheduled policy can be

configured to limit the backup speed on Daily, Weekly and Monthly basis.



(% Speed Controller

Palicy As Scheduled v O
Schedule Daily Every waek Monday Tuesday Wednesday
Thursday Friday Saturday
Q@ weeky Sundey
Monthly
Start Time 23:00:00 (o]

Repeat End 23:30:00 (o]

Max Speed 15 ~ v MBis | €
Cancel

A Permanent policy will always limit the backup speed within the specified Max Speed.

2 Speed Controller

Palicy Permanent A i |

Max Speed 15 ~ v (i ]

cancel m

There are 2 options in Data Storage Policy section, Data Deduplication and Data Compression. By enabling these 2

options, the backup data will be deduplicated and compressed before saving into backup storage.

B Data Storage Policy Data Deduplication: OFF, Data Compression: ON

Data Deduplication m

Data Compression On

For the retention policy of the database backup, there are 2 retention mode, retain the database backups according
to Number of Restore Points or Number of Days.

For the retention mode Number of Restore Points, the restore points will be counted by full restore points, including
the incremental backups and log backups dependent on this full backup.

For retention mode Number of Days, Vinchin Backup Server will save the restore points within the specified number
of days.

@ Retention Policy Restore Point(s), 30 _

Retention Mode Number of Rest v

@

Number of Restore Points
Number of Days

Restore Points
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When the retention policy is triggered, the outdated restore points will be purged to comply with the retention
policy.

In the transmission Strategy, you can choose to enable Encrypted Transmission for data safety.

The backup data will be transferred through LAN by default.

Backup Source Backup Destination Backup Strategies

= % Transmission Sirategy @&

Encrypted Transmission

Transfer via LAN v

Step 4: Review & Confirm

After completing the above-mentioned settings, you are able to review and confirm the settings in one screen.
A job name can be specified for identification of the database backup job, and by clicking on the Submit button to
create the backup job.

MySQL Backup Job Management

Once a database backup job had been created, you will be redirected to the Monitor Center > Jobs page.

@ Current Jobs

Search

Job Name Module Job Type Create Time v Status Speed Progress Creator Operation

Database Backup 2021-11-12 15:58:08 = = admin

Page 1 of 1| View 10  w records|Total 1 record(s)

The status of the newly created job will usually be Pending, when the time condition matches the schedule, it will
automatically run. And the status will change to Running, you can also see the transfer speed here within the job
list.

Besides the Current Job list, there’s a dedicated tab to show database backup jobs. More detailed information of
database backup jobs, including database type, database agent info, backup node, next run time and some more
detailed information dedicated for database backup will be given.

= Database Backup

Search

Job Name v Job Type  Database Type  Agent Mount Node Next Run Status  Duration Speed  Transferred Size  Operation

Backup MySQL 192.168.123.15 Main123.18(192.1  2021-11-18 23:.0
68.123.18) 0-00

By clicking on the job name you can check more detailed information on the Job Detail page.

For a scheduled backup job, after running one of the schedules, the status will change to Pending again and then
wait for the next run.

For a once-off backup job, after running the job for once, it will be removed from the Current Job list. And you can
find it from the History Job list.



Create MySQL Restore Job

There are two methods to recover MySQL database, Override Original Database and Redirect Restore to New Path.
For Override Original Database restore, MySQL database needs to be shutdown. For example:

systemctl stop mysqld

And an empty temporary directory needs to be created and should be granted with mysql user permission for

storing cache data during restoration process. For example:

mkdir /data

chown -R mysqgl:mysql /data
All data in the original data directory (datadir) needs to be cleared before restoration, it’s recommended to rename
the original data directory and create a new directory with the original data directory name, and it needs to be

granted with mysql user permission, for example:
cd /var/lib/

mv mysql mysql.bk

mkdir mysql

chown -R mysql:mysql mysql

Notice

1. The above operations should be done by the MySQL database admin.

2. The temporary directory is recommended to be created on the same partition as original data directory.

2. For the datadir, it’s configured in the my.cnf file, database admin should perform the above operations according

to the actual environment.

For Redirect Restore to New Path, a temporary directory and a new data directory need to be created and need to

be granted with mysql user permissions, for example:

mkdir /data

chown -R mysql:mysql /data
mkdir /datal

chown -R mysql:mysql /datal

Notice

1. Redirect Restore to New Path does not require shutdown MySQL database services.

2. The restored data will be saved in the new data directory, database admin can use the restored data to create
new database or modify the my.cnf file to start MySQL database from the new data directory.

To restore databases from database backup restore points, please go to Database Backup > Restore page. There are

4 steps to restore databases from the database backup restore points.

Step 1: Restore Point

In the Restore Point dropdown list, select a backup node which stores the desired restore points.
Select a target database restore point under your database which you want to restore. You can quickly find the
target restore point by searching the job name, database name or the date of the restore point. One restore job

only can select one restore point.



o Restore Point 2 Restore Destination £l Mode

4 Review & Confirm

Restore Point * All nodes v Selected restore points

Search by database name B  2021-11-15 14:26:36 (Log Backup) E3

B E MysaL 127.0.0.1:3306

E| Database Backup Jobl
-8 127.0.0.1:3306(192.168.123.15)
E|.® 2021-11-15 14:25:26 (Full Backup)
D@ 2021-11-15 14:26:26 (Incremental Bac
Q‘G) 2021-11-15 14:26:36 (Log Backup)

Step 2: Restore Destination

After selecting restore point, select Target Instance to restore.

<A New Database Restore Job

0 v Restore Point 6 Restore Destination 3 Mode

Target Instance * ™ 5 192.168.123.15(localhost.localdomain)

Notice:

Reslore MySQL database requires the folowing operations Lo be done by the databass adminisirator
(DBA):

1. MySQL database needs 1o be shutdown,

2. It you choose to override the onginal database to restore, the target datadbase host should have the
same configurations &S source host, incuding operating system version, database version, catabase
usemame and password.

3. Override onginal database restore will clean up data file in date directory, it needed you could make &
copy of the data file at first

4. Create 3 new temporary path 10 store cache ¢ata dunng restorabon, it's better the tamporary path is on
the same disk partition as the data drectory

5. li restore MySQL transaction log is required, binary logging must be enabled.

Step 3: Restore Strategy

For Override Original Database restore, fill in the temporary directory path.

° + Restore Point e + Restore Destination e Mode 4 Review & Confirm

Mode * | Override Original Database V‘ (i ]
Temporary Directory: Idata (i ]
Rollback Time m o
Speed Controller ¢ Speed Controller —

+Add Policy
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For Redirect Restore the New Path restore, fill in the temporary directory path and the new data directory path.

Restore Point

Restore Destination Mode 4 Review & Confirm

Maode * Redirect Restore to New Path A (i)
Temporary Directory: /data (i)
Mew Path: fdatal (i}

Rollback Time Li]

Speed Controller (= Speed Controller

Rollback time: if you had selected log backup restore point, you are able to rollback MySQL database state within
the given time range.
Restore Point

Restore Destination Mode 4

Mode * Override Original Database ~ (i ]
Temporary Directory: /data (i ]
Rollback Time n (1]
Select Rollback Time 2021-11-15 14:26:35 x =]
November 2021
Su Mo Tu We Th Fr Sa

Speed Controller (3 Speed Contr

If you disable rollback time it will by default restore to the latest time point of the backup when it’s been taken.
Same as database backup, while restoring databases, you can also configure Speed Controller to limit the database
restore speed accordingly.

Step 4: Review&Confirm

After completing the above-mentioned settings, you are able to review and confirm the settings in one screen.
Once the job has been created, you'll be redirected to the Monitor Center > Jobs page.

As the database restore job is by default to be executed right after the creation of the job, so it will run automatically,
when you see it in the current job list, it should be in running status already, and once completed, the job will be
automatically deleted from the current job list.

After this you can browse the restored job from History Jobs. Your restored data will be found in the path you
configured during creating the restore job.

Notice

If you use log backup point to override original database, MySQL service will auto restart, no need to manually start
MySQl service.



MySQL Backup Data

The database backup data can be managed from Physical Backup > Database Backup > Backup Data page.

= Database Backup Data

&3 Restore Points 9 Restore Point List
Notice
menu on the le se restore points.

All nodes v 1. Expa
2 n

3 You can click on Delete.

B0 E MysaL

4. You can batch d
O ) Database Backup Job1 ou can batct

g the restore points and clicking on Delete.

If you want to delete a restore point or multiple restore points, you can first select target restore point(s) from the
left tree view, and click on the Delete button. The incremental backup and log backup cannot be deleted individually,
they will be deleted along with the dependent full backup.

When deleting backup data, you need to provide your login password to confirm the deletion, once deleted the
data will be unrecoverable.

Database Backup Data

£2 Restore Points 9 Restore Point List
All nodes ~ No. Time Point Type Data Size Written Size Storage Operation
1 2023-02-17 14:36:06 Incremental 3MB 254 23KB Local Disk1
EFO [ MysqL Backup (localhost localdomain(172.18.1.10))
[0 2 Database Backup Job1
B0 B 127.0.0.1:3306(172.18.16.31) 2 2023-02-17 14:35:36 Full Backup 25MB 1.03MB Local Disk1
O 2023-02-17 14:35:36 (Full Backup) (localhost localdomain(172.18.1.10))
2 Comment
Page 1 of 1] View 10
Delete
Notice: Once a restore point has been starred, it will be reserved permanently {7 Set Retention Tag

For the restore point list in the right column, you need to select a database in the left tree menu to view all restore
points of the selected database. Information like backup type, data size, written backup size and storage will be
given.

You can add comments to the full backups, incremental backups and the log backups, and set retention tags for
the full restore point to keep the full backup and its dependent incremental and log backups to not be deleted by
retention policy.

A full restore point can be also deleted from the Restore Point List by clicking on Options and then select Delete,
the dependent incremental and log backups will be deleted along with the full restore point.



Oracle Database Backup

Preparation for Oracle Backup

After the installation of Vinchin physical backup agent on Oracle database server, users have to license the agent
with database backup module.

When done installation and licensing, please open Vinchin Backup Server web console and go to Resources > Agents
page, find the target agent, click on Options and then select Application to configure application settings for
database backup.

Click on Configure Application button to configure the application settings.

In the Application Type dropdown list, please select Oracle.

The database instances of Oracle will be listed in the Select Instance field. For standalone Oracle database server,
select the database instance and click on Next button to get the instance authenticated for backup.

2 Application Settings

Username * system

Database instance user name.

Password *

Password for database instance login
RAC Cluster [i]

Instance Listening IP [i]

Cance Back

It’s recommended to grant sysdba permission to the system user, then use system user to backup Oracle database.
The user to be used to backup Oracle database must have dba and sysdba permissions. You can login to oracle
database use below commands to check user permissions.

Check if GRANTED_ROLE = DBA by using command:

select * from dba_role privs where grantee='username';
Check if SYSDBA = TRUE by using command:
select * from v$pwfile users where username='username';

For RAC cluster, database backup agent needs to be installed on each of the cluster nodes, then add all nodes
(backup agents) to Vinchin backup server.

To enable RAC cluster, turn the RAC Cluster option on, and in the Select Node field, select all the other nodes of the
RAC cluster.

RAC Cluster [i]

Select Node -8 © Default Group
& [ 172.18.19.33(localhost.localdomain)

For the Instance Listening IP, if the backup server or the database server is on the Internet, this option needs to be
turned on.



Instance Listening IP On - (i}

localhost localdomain(172.18.24.27)

172.18.24.27

The IP address of the database instance where the agent is installed must be provided here. When done the above
settings, click on OK.
When Oracle application is successfully configured, in the agents list, you should see the agent look like below.

[ 172182427 localhost localdomain/172.18.24.27 Red Hat Enterprise Linux Server ORCLCDB(Oracle} 2023-0217 14:11:50 Grline(Deployed) [T & Options ~
release 7.9 (Maipo)

Now you should be able to create backup jobs for the Oracle database server.

Notice

1. If database server is Linux, the database backup agent needs to use 2 service ports: 23100 and 23101. On the
database server firewall, these 2 ports need to be opened for Vinchin backup server.

2. To add RAC Cluster, database backup agent needs to be installed on all the cluster nodes, and all nodes (agents)
need to be added to Vinchin.

3. Choose one Oracle database agent to do Instance Authentication for the RAC cluster.

4. To back up the Oracle RAC cluster environment, run the show all command on the RMAN command line to check
whether the control file snapshot is set to the shared storage.

5. Only one backup job needs to be created for one of the RAC cluster node.

6. If one or some of the RAC cluster node fail, backup will be performed on other node, there’s no need to modify the
backup job under such situation.

7. Archivelog mode needs to be enabled with the database instance before taking backups.
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Create Oracle Backup Job

Step 1: Backup Source

First you need to select a target host from the left column, then select Oracle database instance you wish to backup,
in the right column will show the instance you select. Click on next to step 2.

/> New Database Backup Job

Backup Source

B Database Backup Agents Oracle v
] B 192.168.123.21(local) A B
E = [ ord

[ 192.168.93.141(rac1) gm
. 8 srsaux
[l 192.168.93.139 | = unooTest
[l 192.168.93.140(rac2) .
[ 192.168.123.21(local) :

i..E8 USERS

Step 2: Backup Destination

A backup destination (backup storage) should be associated with this backup job.

Backup Source Backup Destination
Target Node localhost localdomain(192.168.123.18) v
Target Storage CIFS_NEIL_PC(CIFS Share, Capacity :331.51GB, Free Space:315.87G8) v
1. Select a backup node to run this backup job.
2. Select a storage on the node to save the backup data.

In the Target Node dropdown list, you can select a backup node on which you want the backup data to be processed
and stored.
In the Target Storage dropdown list, the storages belong to the selected backup node can be selected.

Step 3: Backup Strategies

In the General Strategy it including Schedule, Speed Controller, Data Storage Policy and Retention Policy.



/> New Database Backup Job

+ Backup Source + Backup Destination

° Backup Strategies 4

¢2 General Strategy 5 Transmission Strategy @ Advanced Strategy

19 Schedule 4
Mode Backup as scheduled v
Schedule ~ Full Backup Backup D ial Backup
Archive Log Backup €
€3 Speed Controller +
[ Data Storage Policy Data Deduplication: OFF, Data Compression: Ok +
[ Retention Policy Restore Points), 30 Ee

Review & Confirm

In the Schedule field, you can configure the time schedule of the backup job, you can configure the job as a Backup

as Scheduled job or a Once-off Backup job.

For a once-off backup job, the job will only run for once, and only full backup will be performed. You only have to

appoint a time of when to start the backup job, in the Start Time field.

{9 Schedule +
Made Once-off Backup i
Start Time * x B i}
November 2021 >
Su Mo Tu We Th Fr Sa
(3 Speed Controller +
31 2 3 4 5 8
[ Data Storage Policy Datal g8 9 10 2 13 0N +
14« BEN 16 17 18 19 20
Retention Policy Restore p
@ ' S TESOTER o1 22 23 24 25 26 27 +
28 2% 30 2 3 4

W

For backup job type, you can schedule Full Backup, Incremental Backup, Differential Backup and Archive Log Backup.
For Oracle database must have Full Backup and Archive Log Backup. Please set the backup mode and backup

schedule as per your actual demands, then please click on Next to continue.

{9 Schedule ru Backup (Every Friday, 23:00:005tart, No-repeat). Archive Log B... —+

Mode Backup as scheduled

Schedule * Full Backup Incremental Backup

Differential Backup
Archive Log Backup €

+ Full Backup (Every Friday, 23:00:005tart, No-repeat)

+ Archive Log Backup (Daily 23:00:005tart, No-repeat)
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Speed Controller is optional. It can be used to limit the transmission speed during database backup if needed.
The speed controller policy can be configured as either As Scheduled or Permanent. An As Scheduled policy can be

configured to limit the backup speed on Daily, Weekly and Monthly basis.

% Speed Controlle
Policy As Scheduled v O
Schedule -
Daily Every waek Monday uesday Wednesday
Thursday Friday Saturday
° Weekly
. Sunday
Start Time 23:00:00 @
Repeat End 23:30:00 (o]

Max Speed 15 A v MBis v| €
Cancel m

A Permanent policy will always limit the backup speed within the specified Max Speed.

3 Speed Controller

Palicy Permanent v O

Max Speed 15 ~ v (i ]

cancel m

There are 2 options in Data Storage Policy section, Data Deduplication and Data Compression. By enabling these 2

options, the backup data will be deduplicated and compressed before saving into backup storage.

= Dat

)ata Storage

Deduplication o

Compressed Transfer m o

For the retention policy of the database backup, there are 2 retention mode, retain the database backups according
to Number of Restore Points or Number of Days.

For the retention mode Number of Restore Points, the restore points will be counted by full restore points, including
the differential backups and log backups dependent on this full backup.

For retention mode Number of Days, Vinchin Backup Server will save the restore points within the specified number

of days.



[@ Retention Policy Restore Point(s), 30 —

Retention Mode Number of Rest v

Number of Restore Points

Restore Points Number of Days

When the retention policy is triggered, the outdated restore points will be purged to comply with the retention
policy.

In the transmission Strategy, you can choose to enable Encrypted Transmission for data safety.

The backup data will be transferred through LAN by default.

+~ Backup Source « Backup Destination o Backup Strategies 4 Review & Confirm

&2 General Strategy % Transmission Strategy &5 Advanced Strategy

Encrypted Transmission m Li]

Transfer via LAN v @

Advanced Strategy allows you to configure Backup Archivelog of last (days), Delete Archivelog, Oracle Compression
and Multithreaded transmission.

+ Backup Source v Backup Destination ° Backup Strategies 4 Review & Confirm
¢2 General Strategy % Transmission Strategy | @ Advanced Strategy

Backup Archivelog of last 2 ~ ~ li)
(days)

Delete Archivelog m i)
Qracle Compression m [i]

Multithread 1 P (i)

Backup archivelog of last(days): The default value of the recent archivinglog days is associated with the frequency
of archiving log backup set in the schedule policy. e.g. if Archive Log Backup set to Daily, default is 2 days. If Archive
Log backup set to every week, default is 8 days. If Archive Log Backup set to Monthly, default is 31.

Delete Archivelog: enabled delete archivelog can delete backed up archivelog file from database server, reclaim
archive space from the database server. If disabled this option, database admin needs manually delete archivelog
files.

Oracle Compression: provide by Oracle to reduce data transfer, data backup time and save backup storage, disabled
by default.

Multithread: backup data will be transferred over multiple channels to improve the backup speed. The default value
is 1, and the maximum value is 6.

Notice
If Delete Archivelog is disabled, DBA must manually delete archivelog files regularly, otherwise, production database
crash may occur once space is fulfilled with archive log files. It is recommended to enable this function.
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Step 4: Review & Confirm

After completing the above mentioned settings, you are able to review and confirm the settings in one screen.
A job name can be specified for identification of the database backup jobs, and by clicking on the Submit button to
confirm the creation of the backup job.

Oracle Backup Job Management

Once a database backup job had been created, you will be redirected to the Monitor Center > Jobs page.

& Current Jobs
Search
Job Name Module Job Type  Create Time v Status Speed Progress  Creator Operation
Database Backup 2021-11-18 14:46:53 - - admin

The status of the newly created job will usually be Pending, when the time condition matches the schedule, it will
automatically run. And the status will change to Running, you can also see the transfer speed here within the job
list.

Besides the Current Job list, there’s a dedicated tab to show database backup jobs. More detailed information of
database backup jobs, including database type, database agent info, backup node, next run time and some more

detailed information dedicated for database backup will be given.

Search

Job Name , Job Type Database Type  Agent Mount Node  MextRun Status  Duration Speed  Transferred Size  Operation

Backup Oracle 192.166.9 Main123.18(19 | 2021-11-18 00:00:02
3.40 2.168.123.18) 23:00:00

By clicking on the job name you can check more detailed information on the Job Detail page.

For a scheduled backup job, after running one of the schedules, the status will change to Pending again and then
wait for the next run.

For a once-off backup job, after running the job for once, it will be removed from the Current Job list. And you can
find it from the History Job list.

Create Oracle Restore Job

Before starting to restore Oracle database, there are some configurations need DBA to check.

Target recovery database server needs database backup agent installed, and if it’s Linux system, the service ports:
23100 and 23101 need to be opened to Vinchin backup server.

Target Oracle database instance needs to be shutdown, and static listener registration needs to be configured in
listener.ora file.

Archivelog mode needs to be enabled with the target Oracle database server. You can check status by login to sqlplus

and using below command.



archivelog list;

Check if Automatic archival status is Enabled, if not please configure this by DBA.
Check whether the database instance can be connected by using below command. In standalone environment.

rman target=username/password@instancename
In RAC cluster, use below command.
rman target=username/password@publicIP:1521/instancename

If connection fails, the restore job will fail, please contact DBA to fix it.

If Override Original Database restore to another database server, it requires the target database server
configurations should be the same as the source database server, including operating system, database version,
installation path and instance name. Please be careful to use override original database function.

If Restore to New Path, the database path will be automatically changed to the new path specified during the
restore process. After restoration, DBA can just start the database services directly from the new path.

Notice
Restore to New Path does not work with Oracle RAC, because the database path will only change on the RAC node
which the restore job is associated to, other nodes will not be changed. If you use Restore to New Path with Oracle

RAC, it will cause Oracle RAC exception!

To restore databases from database backup restore points, please go to Physical Backup > Database Backup >
Restore page. There are 4 steps to restore databases from the database backup restore points.

Step 1: Restore Point

In the Restore Point dropdown list, select a backup node which stores the desired restore points.

Select a target database restore point under your database which you want to restore. You can quickly find the
target restore point by searching the job name, database name or the date of the restore point. One restore job
only can select one restore point.

Restore Point 2 Restore Destination 3 vode 4 Review & Confirm

Restore Point * All nodes - Selected restore points

abase Backup Job
192.168.123.21)

=) {5} 2021-11-19 11:17:08 (Full Backup)

(15} 2021-11-19 15:48:49 (Incremental Backup)
(- 2021-11-1% 15:50:09 {Differential Backup)

Step 2: Restore Destination

After selecting restore point, select Target Instance which you wish to restore.

Restore Point Resiore Destination 3 ode 4 Review & Confirm

Target Instance * 8.123.21(l0cal)

39(ract
.93.40{rac2



Step 3: Restore Strategy

Mode: Override Original Database applies to restore the data to the production database server. Override the data
of the original database instance.

Restore Point Restore Destination Mode 4 Review & Confirm
Mode * Qverride Original Database v o
Rollback Time Restore to New Path
Multithread 1 ~ ~ e

Speed Controller (3 Speed Controller

Restore to New Path applies to restore data to a new directory. The directory needs to be created by the Oracle
database installation user, do not use a directory which does not exist.

Restore Point Restore Destination Mode 4 Review & Confirm
Mode = Restore to New Path v o
Specify Directory fudi/data
Rollback Time i
Multithread 1 a v [}

Speed Controlier (3 speed Controller

Rollback Time: if you had selected archive log backup restore point, you are able to rollback Oracle database state
within the given time range.

Restore Point Restore Destination Mode 4 Review & Confirm
Mode = QOverride Original Database v e
Rollback Time m i ]
Select Rollback Time 2021-11-19 02:56:55 x [

ange of archive log rollback tim

November 2021
Su Mo Tu We Th Fr Sa

Multithread 1 )

Speed Controller (<) Speed Controller
=i

If you disable rollback time it will by default restore to the latest time point of when the backup has been taken.
Multithread: backup data will be transferred over multiple channels to improve the restore speed. The default value
is 1, and the maximum value is 6.

Speed Controller: Same as database backup, while restoring databases, you can also configure speed controller to
limit the database restore speed accordingly.

Step 4: Review & Confirm

After completing the above-mentioned settings, you are able to review and confirm the settings in one screen.
Once the job has been created, you'll be redirected to the Monitor Center > Jobs page.

As the database restore job is by default to be executed right after the creation of the job, so it will run automatically,
when you see it in the current job list, it should be in running status already, and once completed, the job will be
automatically deleted from the current job list.



After this you can browse the restored job from History Jobs. Your restored data will be found in the path you

selected.

Oracle Backup Data

The database backup data can be managed from Physical Backup > Database Backup > Backup Data page.

= Database Backup Data

3 Restore Points 2 Restore Point List

All nodes ~ @ the database restore points

and click on Delete
B0 [ orade

g the restore points and ciicking on Delete
0 ©) Database Backup Job2 9 9

If you want to delete a restore point or multiple restore points, you can first select target restore point(s) from the
left tree view, and click on the Delete button. The incremental, differential and log backup cannot be deleted
Independently, they will be deleted along with the dependent full backup.

When deleting backup data, you need to provide your login password to confirm the deletion, once deleted the
data will be unrecoverable.

= Database Backup Data

£ Restore Points 9 Restore Point List
All nodes v No. Time Point Type Data Size Written Size Storage Operation
1 20230217 19:19:40 Archive Log 409ME 121.48M8 Local Disk1
B0 [ oracle Backup (localhost localdomain(172.18.1.10))
-0 Q) Database Backup Job2
[3 O ) ORCLCDB(172.18.24.27) 2 20230217 19:1658 Incremental 38968 11368 Local Diskt
[0 (Y 2023-02-17 19:13:54 (Full Backup) Backup (localhost localdomain(172.18.1.10))
3 2023-02-17 19:13:54 Full Backup 7.46G8 225GB Local Disk1
(localhost localdomain(172.18.1.10))
€ Comment
Page 1 of 1] View 10
Delete
Notice: Once a restore point has been starred, ft will be reserved permanently £7 Set Retention Tag

For the restore point list in the right column, you need to select a database in the left tree menu to view all restore
points of the selected database. Information like backup type, data size, written backup size and storage will be
given.

You can add comments to the full backups, incremental backups, differential backups and the log backups, and set
retention tags for the full restore point to keep the full backup and its dependent incremental, differential and log

backups to not be deleted by retention policy.

A full restore point can be also deleted from the Restore Point List by clicking on Options and then select Delete,

the dependent incremental, differential and log backups will be deleted along with the full restore point.



PostgreSQL Database Backup

Preparation for PostgreSQL Backup

After the installation of Vinchin physical backup agent on PosrgreSQL database server, users have to license the
agent with database backup module.

When done installation and licensing, please open Vinchin Backup Server web console and go to Resources > Agents
page, find the target agent, click on Options and then select Application to configure application settings for
database backup.

Click on Configure Application button to configure the application settings.

In the Application Type dropdown list, please select PostgreSQL.

The database instances of PostgreSQL will be listed in the Select Instance field. Select the database instance and
click on Next button to get the instance authenticated for backup.

@ Configure Application

o Application Type 2 Application Settings

Database Name postgres
Any database in the instance
BIN File Path = Just/pgsql-14/bin
The path of the database BIN file.
Username * pastgres

Database instance user name.

Password = ........

Password for database instance login

Cancel Back ﬂ

You need to specify the database bin file path and the database user credentials to get it authenticated.
When PostgreSQL application is successfully configured, in the agents list, you should see the agent look like below.

172.18.14.4 localhost localdomain/postgresql CentOS Linux release 7.8.2003 @ 5432(PostgreSQL) 2023-02-17 14:08:43 admin % Options v
(Core)

Now you should be able to create backup jobs for the PostgreSQL database server.

Notice

DBA must check the below prerequisites before taking PostgreSQL database backups.

1. The database backup agent needs to use 2 service ports: 23100 and 23101. On the database server firewall, these
2 ports need to be opened for Vinchin backup server.

2. Archivelog mode needs to be enabled with the database instance before taking backups.

3. The password-based authentication should be “md5” or “scram-sha-256".



Create PostgreSQL Backup Job

To create database backup jobs, please go to Database Backup > Backup page. There are 4 steps to create a database
backup job.

Step 1: Backup Source

First you need to select a target database server from the left column, then select PostgreSQL database instance

you wish to backup, in the right column will show the instance you have selected.

» New Database Backup Job
Backup Source

B Database Backup Agents PostgreSQL
[ ] 192.168.69.155(postgresql13) g o

F-& E 5432

ostgres
[El 192.168.69.155(postgresal13 8 postg

Step 2: Backup Destination

A backup destination (backup storage) should be associated with this backup job.

/> New Database Backup Job

Backup Source Backup Destination
Target Node vinchinG7 srv(192.168.120.18) v
Target Storage Local Disk1(Local Disk, Capacity :299.85GB, Free Space.296.91GB) v

up node to run this backup job
orage on the node to save the backup data.

In the Target Node dropdown list, you can select a backup node on which you want the backup data to be processed
and stored.
In the Target Storage dropdown list, the storages belong to the selected backup node can be selected.

Step 3: Backup Strategies

In the General Strategy it including Schedule, Speed Controller, Data Storage Policy and Retention Policy.



» New Database Backup Job

Backup Source Backup Destination Backup Strategies

& General Strategy

Mode Backup as scheduled

Schedule Full Backup Archive Log Backup

In the Schedule field, you can configure the time schedule of the backup job, you can configure the job as a Backup

as Scheduled job or a Once-off Backup job.
For a once-off backup job, the job will only run for once, and only full backup will be performed. You only have to

Mode Once-off Backup -

Start Time x B
May 2022 N

o Su Mo Tu We Th Fr Sa

If you want to setup a Backup as Scheduled job, you can schedule Full Backup and Archive Log Backup.
For PostgreSQL database, it is recommended to schedule weekly full backup with daily archive log backup.

Mode Backup as schedulad "

Schedule Full Backup Archive Log Backup

Speed Controller is optional. It can be used to limit the transmission speed during database backup if needed.
The speed controller policy can be configured as either As Scheduled or Permanent. An As Scheduled policy can be

configured to limit the backup speed on Daily, Weekly and Monthly basis.



(% Speed Controller

Palicy As Scheduled v O
Schedule Daily Every waek Monday Tuesday Wednesday
Thursday Friday Saturday
Q@ weeky Sundey
Monthly
Start Time 23:00:00 (o]

Repeat End 23:30:00 (o]

Max Speed 15 ~ v MBis | €
Cancel

A Permanent policy will always limit the backup speed within the specified Max Speed.

2 Speed Controller

Palicy Permanent A i |

Max Speed 15 ~ v (i ]

cancel m

There are 2 options in Data Storage Policy section, Data Deduplication and Data Compression. By enabling these 2

options, the backup data will be deduplicated and compressed before saving into backup storage.

(2 Data Storage Policy Data Deduplication: OFF, Data Compression: ON _

Deduplication m o
Compressed Transfer m o

For the retention policy of the database backup, there are 2 retention modes, retain the database backups according

to Number of Restore Points or Number of Days.
For the retention mode Number of Restore Points, the restore points will be counted by number of full restore

points, including the archive log backups dependent on the corresponding full restore points.
For retention mode Number of Days, Vinchin Backup Server will save the restore points within the specified number

of days.
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=

[@ Retention Policy Restore Point(s), 30 _

Retention Mode Number of Rest v

Number of Restore Points
Number of Days

Restore Points

When the retention policy is triggered, the outdated restore points will be purged to comply with the retention
policy.

In the transmission Strategy, you can choose to enable Encrypted Transmission for data safety.

The backup data will be transferred through LAN by default.

+~ Backup Source « Backup Destination o Backup Strategies 4 Review & Confirm

&2 General Strategy % Transmission Strategy &5 Advanced Strategy

Encrypted Transmission m Li]

Transfer via LAN v 0
Advanced Strategy allows you to configure archive log deletion and log space monitoring options.
/> New Database Backup Job

« Backup Source « Backup Destination e Backup Strategies 4 Review & Confirm

& General Strategy % Transmission Strategy @& Advanced Strategy

Delete Archivelog Delete backed up archive log v 0

Log Space Alert m i)

Thresheld by Percentage v

“You will receive system aleris when storage free space is below
the given threshold

Space Left 20 Ay g

Delete Archivelog: there are 3 options Delete backup up archive log, Do not delete and Delete all archive log. It is
recommended to use the Delete backed up archive log option to delete the archive log which had been backed up.
Log Space Alert: if enabled, Vinchin backup server will monitoring on the archive log space usage, when exceeded

the specified threshold you will receive alerts on the Vinchin web console.

Notice
If Delete Archivelog has been set to Do not delete, DBA must manually delete archivelog files regularly, otherwise,
production database crash may occur once space is fulfilled with archive log files. It is recommended to set Delete

Archivelog option to Delete backed up archive log.

Step 4: Review & Confirm

After completing the above-mentioned settings, you are able to review and confirm the settings in one screen.
A job name can be specified for identification of the database backup jobs, and by clicking on the Submit button to
confirm the creation of the backup job.
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PostgreSQL Backup Job Management

Once a database backup job had been created, you will be redirected to the Monitor Center > Jobs page.

@ Current Jobs

Search

Job Name Module Job Type Create Time v Status Speed Progress Creator Operation
Database Backup 2022-05-27 17-27:42 - - admin

Page 1 of 1| View 10~ records|Total 1 record(s)

The status of the newly created job will usually be Pending, when the time condition matches the schedule, it will
automatically run. And the status will change to Running, you can also see the transfer speed here within the job
list.

Besides the Current Job list, there’s a dedicated tab to show database backup jobs. More detailed information of
database backup jobs, including database type, database agent info, backup node, next run time and some more
detailed information dedicated for database backup will be given.

Search

Job Name v Job Type Database Type Agent Backup Node Next Run Status Duration Speed Transferred Size Operation
Backup PostgreSQL postgresql13(192.168.69.155)  vinchin67.srv(192.168.120.18) | 2022-05-27 23:00:00

Page 1 of 1| View 10 records|Total 1 record(s)

By clicking on the job name you can check more detailed information on the Job Detail page.

For a scheduled backup job, after running one of the schedules, the status will change to Pending again and then
wait for the next run.

For a once-off backup job, after running the job for once, it will be removed from the Current Job list. And you can
find it from the History Job list.

Create PostgreSQL Restore Job

Vinchin Backup & Recovery supports two recovery mode for PostgreSQL database: Override Original Database
restore and Restore to New Path.

Before starting to restore PostgreSQL database, there are some database configurations need DBA to check. The
target recovery database server must have database backup agent installed, and the service ports: 23100 and 23101
need to be opened for Vinchin backup server.

If override original database restore, the target PostgreSQL database instance needs to be shutdown, the path of
data directory and archive log directory must be the same as original database server, and the free storage space of
the database server must be enough to save the full restore point data size.

If restore to new path, you must specify a custom port number to run the database instance and the port number
should not be used by any other services on the database server. And you need to specify new directories for data
and the archive log, these 2 directories should be empty and should not be any directory which is being used by any
other services on the database server. For the free storage space required, it must be 2 times more than the full
restore point data size.

To create a PostgreSQL database restore job, please go to Physical Backup > Database Backup -> Restore page and

follow the steps below.



Step 1: Restore Point

If you select a full restore point, you’ll be able to directly restore PostgreSQL database to the state of when the
backup was taken. If you select an archive log restore point, you are able to roll back the database state to any time
point between the first full backup timepoint and the selected archive log backup time point.

<A New Database Restore Job
Restore Point

Restore Peint * All nodes e

[ [ PostoresaL
[5)-(=) patabase Backup Jobl
=8 92.168.69.155)
022-05-27 17:38:42 (Full Backup)
(D 2022-05-27 17:41:07 (Archive Log Backup)

Step 2: Restore Destination

After selecting restore point, select Target Instance which you wish to restore.

<A New Database Restore Job
Restore Point Restore Destination

Target Instance * @ FE] 192.168.69.155(postgresql13)

The target database instance can be the original database server or a new database server.

Step 3: Restore Strategy

Mode: Override Original Database applies to restore the data to the production database server. Override the data
of the original database instance.

<3 New Database Restore Job
Restore Point Restore Destination Restore Strategy

Mode ‘Override Original Database v
Rollback Time

Speed Controller = Speed Controlle

Restore to New Path applies to restore data to a new directory. The directory needs to be created by the PostgreSQL
database user and has PostgreSQL user permissions.



<3 New Database Restore Job

Restore Point

Mode

New Path

Custom Port:

Custom Archive Directory:

Restore Destination Restore Strategy

Restore to New Path v

ivarflib/pgsgl/13/data0t/

5433

The custom port should not be any port which is already inuse

varflib/pgsql/13/archivedir0l

Custom archiv

y should not be the same as existing archive directory

Rollback Time

Speed Controller () Speed Controlle

Rollback Time: if you had selected archive log backup restore point, you are able to rollback PostgreSQL database
state within the given time range.

<3 New Database Restore Job

Restore Point Restore Destination Restore Strategy

Mode Override Original Database v

2022-05-27 17:39°40 x

Rollback Time

Select Rollback Time

2022-05-27 17:40:40

Reference range of log rollback time: 2022-05-27 17:33:15 -~

If you disable rollback time it will by default restore to the latest time point of when the backup has been taken.

Speed Controller: Same as database backup, while restoring databases, you can also configure speed controller to

limit the database restore speed accordingly.

Step 4: Review & Confirm

After completing the above-mentioned settings, you are able to review and confirm the settings in one screen.
Once the job has been created, you'll be redirected to the Monitor Center > Jobs page.

As the database restore job is by default to be executed right after the creation of the job, so it will run automatically,
when you see it in the current job list, it should be in running status already, and once completed, the job will be
automatically deleted from the current job list.

During the database restore process, the full data size of the full backup will be transferred from Vinchin backup
server to the database server, and the data will be written in to a temporary directory, after transmission is

completed then it will perform restore/roll backup restore operations according to the job configurations.

PostgreSQL Backup Data

The database backup data can be managed from Physical Backup > Database Backup > Backup Data page.

Database Backup Data

3 Restore Points 2 Restore Point List

All nodes ~ @ the database restore points

d click on Delete
[E10 [E PostgreSQL

he restore points and clicking on Delete
() ©) Database Backup Job2 9 9

4. You can batch



If you want to delete a restore point or multiple restore points, you can first select target restore point(s) from the
left tree view, and click on the Delete button. The archive log backups cannot be deleted individually, they will be

deleted along with the dependent full backup.
When deleting backup data, you need to provide your login password to confirm the deletion, once deleted the

data will be unrecoverable.

= Database Backup Data

£ Restore Points ® Restore Point List
Q Advanced search
Al nodes v m No. Time Point v Type Data Size Written Size  Storage Operation
1 2023-02-17 14:27:30 Full Backup 123M8 553MB Local Disk1
E10) [ postaresqlL (localhost localdomain(172.18.1.10))
-0 ©) Database Backup Job2 £ Comment
B0 B 5432(172.18.14.4) Page P otV 10 v e

(5 2023-02-17 14:27:30 (Full Backup)
Notice: Once a restore point has been starred, it will be reserved permanently 7 Set Retention Tag

For the restore point list in the right column, you need to select a database in the left tree menu to view all restore
points of the selected database. Information like backup type, data size, written backup size and storage the backup
resides in will be given.

You can add comments to the full backups and the archive log backups, and set retention tags for the full restore
point to keep the full backup and its dependent archive log backups to not be deleted by retention policy.

A full restore point can be also deleted from the Restore Point List by clicking on Options and then select Delete,

the dependent archive log will be deleted along with the full restore point.

Notice

1. In the restore point list, users are not allowed to delete an individual archive log restore point, when you click on
Options button you are only able to add remarks to an archive log restore point.

2. If it’s a full restore point, you are allowed to add remarks to it or to delete it, but deleting a full restore point will

also delete the archive log restore point dependent on the full restore point.



MariaDB Database Backup

Preparation for MariaDB Backup

After the installation of Vinchin physical backup agent on MariaDB database server, users have to license the agent
with database backup module.

When done installation and licensing, please open Vinchin Backup Server web console and go to Resources > Agents
page, find the target agent, click on Options and then select Application to configure application settings for
database backup.

Click on Configure Application button to configure the application settings.

In the Application Type dropdown list, please select MariaDB and then click on Next.

In the Applications Settings screen, please configure the following settings.

2 Application Settings

CNF File Location * fetc/my.cnf
CNF file of MariaDB backup
Port * 3306
Port number of the database instance
Username * root
D nstan T nam
Password * ..ceeeeeeeee

Cance Back

In the CNF File Location field, please type in the file path of MariaDB cnf file. Leave the Port number with default
value and provide database administrator username and password, click on OK to complete the application
configuration.

When MariaDB application is successfully configured, in the agents list, you should see the agent look like below.

172.18.19.32 localhost localdomain/172.18.19.32 CentOS Linux release 7.8.2003 127.0.0.1:3306(MariaDB)  2023-02-17 15:26:03 admin

(Core)

Now you should be able to create backup jobs for the MariaDB database server.
If you want to run MariaDB log backup, MariaDB database needs binary logging enabled. You can check with below
command from MariaDB database command line interface.

show variables like ‘%log bin%’;

If you got log_bin value as on, which means binary logging is enabled.
If binary logging is not enabled, it needs the database administrator to enable it.



Create MariaDB Backup Job

To create database backup jobs, please go to Physical Backup > Database Backup > Backup page. There are 4 steps

to create a database backup job.

Step 1: Backup Source

First select backup source from left column, then select MariaDB database instance you wish to backup, in the right

column will show which instance you selected.

1 Backup Source

8 Database Backup Agents Backup Source: Select the target instance or database to backup
MariaDB ~
1 [ localhost.localdomain(172.18.22.14)
El @ Q) Default Group E}® B 127.0.0.1:3306
& [l localhost.localdomain(172.18. - information_schema
B mysal
@ performance_schema
B sys
B test

Step 2: Backup Destination

A backup destination (backup storage) should be associated with this backup job.

2 Backup Destination

Target Node localhost localdomain(172.18.22.22) v
Target Storage Local Disk1(Local Disk, Capacity :499.75GB, Free Space:499.72GB) v
Notice

node to run this backup job.

on the node to store the backup data

In the Target Node dropdown list, you can select a backup node on which you want the backup data to be processed
and stored.
In the Target Storage dropdown list, the storages belong to the selected backup node can be selected.

Step 3: Backup Strategies

In the General Strategy, you can configure the time schedule of the backup job, you can configure the job as a
Backup as Scheduled job or a Once-off Backup job.
For a once-off backup job, the job will only run for once, and only full backup will be performed. You only have to

appoint a time of when to start the backup job, in the Start Time field.



{9 Schedule oOnce-off Job Start Time: _

Mode Once-off Backup hd

Start Time * x B (i)

February 2023 >
- ~ Su Mo Tu We Th Fr Sa
(3 Speed Controller +

930 31 1 2 3 4

[ Data Storage Policy DstaDeduplic 5 & 7 9 10 11 )ata Encryption... +

12 13 14 15 16 17 18

[® Retention Policy Restore Pointis), 1 19 20 21 22 23 24 25 ar

26 27 28 1 2 3 4

For backup job type, you can schedule Full Backup, Incremental Backup and Log Backup.
Here we take these three backups as an example. Please set the backup mode and backup schedule as per your

actual demands.
@ Schedule Fu Backup (Every Friday, 23:00:005tart, No-repeat). Incrementa... —
Mode Backup as scheduled hd
Schedule * Full Backup Incremental Backup Log Backup €
~ Full Backup (Every Friday, 23:00:005tart, No-repeat) —+

~ Incremental Backup (Daily 23:00:005tart, No-repeat)

Iy

~ Log Backup (Dally 23:00:005tart, No-repeat) L

Speed Controller is optional. It can be used to limit the transmission speed during database backup if needed.
The speed controller policy can be configured as either As Scheduled or Permanent. An As Scheduled policy can be

configured to limit the backup speed on Daily, Weekly and Monthly basis.

€2 Speed Controller

Policy As Scheduled v O
Schedule
Daily Weekly Monday Tuesday Wednesday
Thursday Friday Saturday
@ weeny Sunday

Monthly
Start Time 230000 ©
End Time 233000 ©

wocspons 15 [~ [weev] @
Cancel n

A Permanent policy will always limit the backup speed within the specified Max Speed.
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Policy Permanent v a

Vst 15 A o

Cancel

There are 3 options in Data Storage Policy section, Data Deduplication, Data Compression and Data Encryption.
By enabling Data Deduplication and Data Compression, you can save the bandwidth and storage resources for
transmitting and storing the backup data.
By enabling Data Encryption, the backup data will be encrypted and then stored into the backup storage. A password
needs to be specified to secure the data encryption, when creating a database restore job, password verification is
required to perform database restore.
Bl Data Storage Policy Data Deduplication: OFF, Data Compression: ON,Data Encryptio
Data Deduplication
Data Compression
Data Encrypion o
Random Password

Password ~ sssessesses

Confirm Password ~ eeeeeseeees

For the retention policy of the database backup, there are 2 retention mode, retain the database backups according
to Number of Restore Points or Number of Days.

For the retention mode Number of Restore Points, the restore points will be counted by full restore points, including
the incremental backups and log backups dependent on this full backup.

For retention mode Number of Days, Vinchin Backup Server will save the restore points within the specified number
of days.

Retention Mode Number of Restar v| @
Number of Restore Points

Restore Points Number of Days

When the retention policy is triggered, the outdated restore points will be purged to comply with the retention
policy.

In the Transmission Strategy, you can choose to enable Encrypted Transmission for data safety.

The backup data will be transferred through LAN by default.



New Database Backup Job

3 Backup Strategies

¢2 General Strategy Transmission Strategy
Encrypted Transfer (i)
Transfer via LAN v o

Step 4: Review & Confirm

After completing the above-mentioned settings, you are able to review and confirm the settings in one screen.
A job name can be specified for identification of the database backup job, and by clicking on the Submit button to
create the backup job.

MariaDB Backup Job Management

Once a database backup job had been created, you will be redirected to the Monitor Center > Jobs page.

Current Jobs
Search
Job Name Module Job Type Create Time Status Speed Progress Creator Operation
Database Backup Job1 Database Backup Backup 2023-02-07 10:18:00 - - admin

Page 1 of 1] View 10 ~ records | Total 1 record(s)

The status of the newly created job will usually be Pending, when the time condition matches the schedule, it will
automatically run. And the status will change to Running, you can also see the transfer speed here within the job
list.

Besides the Current Job list, there’s a dedicated tab to show database backup jobs. More detailed information of
database backup jobs, including database type, database agent info, backup node, next run time and some more
detailed information dedicated for database backup will be given.

] Database Backup
Search
Job Name , Job Type Database Type  Agent Node Next Run Status  Duration Speed  Transferred
Database Backup MariaDB localhost.localdomain(172.18.22.14)  localhostlocaldomain(172.18.22.22) 2023-02-
Backup Job1 07

23:00:00
Page 1 of 1] View 10 ~ records | Total 1 record(s)

By clicking on the job name you can check more detailed information on the Job Detail page.

For a scheduled backup job, after running one of the schedules, the status will change to Pending again and then
wait for the next run.

For a once-off backup job, after running the job for once, it will be removed from the Current Job list. And you can
find it from the History Job list.



Create MariaDB Restore Job

There are two methods to recover MariaDB database, Override Original Database and Redirect Restore to New
Path.
For Override Original Database restore, Maria database needs to be shutdown. For example:

systemctl stop mariadb

And an empty temporary directory needs to be created and should be granted with mysql user permission for

storing cache data during restoration process. For example:

mkdir /data

chown -R mysqgl:mysql /data
All data in the original data directory (datadir) needs to be cleared before restoration, it’s recommended to rename
the original data directory and create a new directory with the original data directory name, and it needs to be

granted with mysql user permission, for example:
cd /var/lib/
mv mysql mysql.bk
mkdir mysql
chown -R mysql:mysql mysql
Note
1. The above operations should be done by the Maria database admin.
2. The temporary directory is recommended to be created on the same partition as original data directory.
2. For the datadir, it’s configured in the my.cnf file, database admin should perform the above operations according
to the actual environment.
For Redirect Restore to New Path, a temporary directory and a new data directory need to be created and need to

be granted with mysql user permissions, for example:
mkdir /data

chown -R mysql:mysql /data

mkdir /datal

chown -R mysql:mysql /datal

Notice
1. Redirect Restore to New Path does not require shutdown Maria database services.
2. The restored data will be saved in the new data directory, database admin can use the restored data to create

new database or modify the my.cnf file to start Maria database from the new data directory.

To restore MariaDB database from its backup restore points, please go to Physical Backup > Database Backup >

Restore page. There are 4 steps to restore databases from the database backup restore points.

Step 1: Restore Point

In the Restore Point dropdown list, select a backup node which stores the desired restore points.
Select a target database restore point under your database which you want to restore. You can quickly find the
target restore point by searching the job name, database name or the date of the restore point. One restore job

only can select one restore point.



1 Restore Point

Restore Point * Al nodes ~ Selected restore points

anee B 2023-02-07 11:20-46 (Log Backup) B8

) 127.0.0.1:3306
B El MariaDB

E| E] Database Backup Job1(Job has been deleted )
= @ 127.0.0.1:3306(172.18.22.14)
= .@ 2023-02-07 11:20:02 (Full Backup)
Q@ 2023-02-07 11:20:46 (Log Backup)
-D@ 2023-02-07 23:00:05 (Incremental Backup)

Step 2: Restore Destination

After selecting restore point, select Target Instance to restore to.

0 v Restore Point 2 Restore Destination

Target Instance * ® Hi localhost.localdomain(172.18.22.14)

Step 3: Restore Strategy

For Override Original Database restore, fill in the temporary directory path.

° v Restore Point ° + Restore Destination 3 Restore Strategy

Mode = Ovemide Original Database v Li ]
Temporary Directory /data (i}
Start Command mysgql (i}
Rollback Time (i ]
Speed Controller ¢ Speed Controller +

Notice

If you use log backup point to override original database, MariaDB service will auto restart, no need to manually
start MariaDB service. The [Start Command] is ‘mysql’ by default. It will be used to restart database service. You
need to change it to the service name of your environment instance. For example: this is a MariaDB, fill in the service
name as ‘mariadb’. Then the command ‘service mariadb restart’ will execute.

For Redirect Restore the New Path restore, fill in the temporary directory path and the new data directory path.

o v Restore Point ° v Restore Destination 3 Restore Strateqy

Mode = Redirect Restore to New Path N4 Li ]
Temperary Directory /data (i}
New Path idatal (i}
Rollback Time (1]
Speed Controller (3 Speed Controller +

Rollback time: if you had selected log backup restore point, you are able to rollback MariaDB database state within
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the given time range.

3 Restore Strategy

Mode Redirect Restore to New Path v Li]
Temporary Directory Idata o
New Path Idatat o
Rollback Time [i ]
Select Rollback Time 2023-02-07 11:20:48 x =]
Reference range of log rollback

07 11:20°48 February 2023

Su Mo Tu We Th Fr Sa

Speed Controller (2 Speed Controller

@® Back

Same as database backup, while restoring databases, you can also configure Speed Controller to limit the database
restore speed accordingly.

Step 4: Review & Confirm

After completing the above-mentioned settings, you are able to review and confirm the settings in one screen.
Once the job has been created, you'll be redirected to the Monitor Center > Jobs page.

As the database restore job is by default to be executed right after the creation of the job, so it will run automatically,
when you see it in the current job list, it should be in running status already, and once completed, the job will be
automatically deleted from the current job list.

After this you can browse the restored job from History Jobs. Your restored data will be found in the path you
configured during creating the restore job.

MariaDB Backup Data

The database backup data can be managed from Physical Backup > Database Backup > Backup Data page.

= Database Backup Data
£2 Restore Points 9 Restore Point List

Notice

All nodes v he database restore points

and click on Delete.
B0 [ mariapB

O '©) patabase Backup Job1

ing the restore points and ciicking on Delete

If you want to delete a restore point or multiple restore points, you can first select target restore point(s) from the
left tree view, and click on the Delete button. The incremental backup and log backup cannot be deleted
independently, they will be deleted along with the dependent full backup.



S Database Backup Data

3 Restore Points © Restore Point List 0a
Al nodes - No. Time Point
1 2023-02-17 18:26:53

B0 [E MariaDB
B0 ©) Database Backup Jobl
50 B 127.0.0.1:3306(172.18.22.14) 2 2023-02-17 18:26:16
[ ]@ 2023-02-17 18:25:29 (Full Backup)

3 2023-02-17 18:25:29

abase Backup Job1-—

v Type

Log Backup

Incremental

Backup

Full Backup

6(172.18 22

Data Size

4188

5SMB

17mMB

Notice: Once a restore point has been starred, it will be reserved permanently.

Written Size

4188

1.12MB

1.14MB

Storage
Local Disk1
(localhost localdomain(172.18.1.10))
Local Disk1
(localhost localdomain(172.18.1.10))
Local Disk1
(localhost localdomain(172.18.1.10))
Page < 1 > of1]View 10

Q Advanced search

Operation

[

Options v
£ Comment
(il Delete

7 Set Retention Tag

When deleting backup data, you need to provide your login password to confirm the deletion, once deleted the

data will be unrecoverable.

For the restore point list in the right column, you need to select a database in the left tree menu to view all restore
points of the selected database. Information like backup type, data size, written backup size and storage will be

given.

You can add comments to the full backups, incremental backups and the log backups, and set retention tags for
the full restore point to keep the full backup and its dependent incremental and log backups to not be deleted by

retention policy.

A full restore point can be also deleted from the Restore Point List by clicking on Options and then select Delete, the
dependent incremental and log backups will be deleted along with the full restore point.
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Server Backup

Server backup of Vinchin Backup & Recovery allows customers to take backups of entire Linux and Windows server’s
operating system or specific volume(s) of the physical server.

Preparation for Server Backup

Physical server backup is agent-based backup which requires a physical backup agent to be deployed on the target
server, if you haven’t done this yet, please first refer to Preparation for Physical Backup to get the agent deploy and

licensed for server backup.

Create Server Backup Job

To create server backup jobs, please go to Physical Backup > Server Backup > Backup page. There are 4 steps to
create a server backup job.

Step 1: Backup Source

Select the hosts you want to backup from the Group tree, expand the group until you see the hosts. Select the
host(s) you need to back up, the selected host(s) will be added to the Select Host(s) column.

New Server Backup Job
1 Backup Source

Select Host - Selected Host(s)

B8 Ty pefault Group —
-7KVHRHOQT7I(172.18.19.27) b
A host.localdomain(172.18.19.33)
B WIN-E3RTSFLFSQC(172.18.26.8)
A localhost.localdomain(172.18.19.26)
0 A localhost.localdomain(172.18.19.25)
host.localdomain(172.18.19.34)
O SEWIN-AOR101K04PB(172.18.20.4)
rv(172.18.22.11)
@ GEWIN-VISBH25190](172.18.18.9)

/IN-VISBH25190J(172.18.18.9) B

A localhostlocaldomain{172

Click on the selected host(s), you can select or exclude the partition(s) or disk(s) from this backup job by unticking
the front check box of the partition(s) or disk(s). For Windows Operating System, EFl system partition and
Microsoft reserved partition will be selected and backed up by default.

Selected Host(s)

o8 WIN-VISBH25190J(172.18.18.9) B8

]

7]

For Linux servers, boot partition is selected and will be backed up by default.



Selected Host(s)

= :5: localhost localdomain(172.18.19.33)

=2 sdat(/boot)
864.35MB free, total 1GB

3 centos-root(f)
47.39GB free, total 50GB

{2 centos-home(thome)
45 06GB free, total 45.12GB

Notice

. Windows servers only which file system type is NTFS support partition backup.

. Windows servers which disk type is Dynamic does not support backup.

. Windows disk state is offline or uninitialized cannot be backed up.

. Windows servers protected by security software may fail to back up.

1
2
3
4. Windows servers must have at least 300MB free space in each partition.
5
6

. RHEL/CentOS booted with GPT+BIOS cannot be backed up.

7. RHEL/CentOS 8.4, 8.5 are not supported with server backup.

Step 2: Backup Destination

On the Backup Destination page, you need to specify a backup storage to save your backup data.

 New Server Backup Job

o v Backup Source

2 Backup Destination

Target Node localhost.localdomain(172.1%.1.10) h

Target Storage Local Disk1(Local Disk, Capacity -3 72T8, Free Space:3 72TB) ~

In the Target Node dropdown list, you can select a backup node on which you want the backup data to be

processed and stored.

In the Target Storage dropdown list, the storages which belong to the selected backup node can be selected.

When done selecting the backup storage, please click on Next button to continue.

Step 3: Backup Strategies

Under the General Strategy tab, you can setup the backup Time Schedule, Speed Controller, Data Storage Policy,

Retention Policy and Advanced Strategy.
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New Server Backup Job

3 Backup Strategies

= Transmission Strategy @ Advanced Strategy

Time Windows
0123456 7 89 1011 12 13 14 15 16 17 18 19 20 21 22 23

ldle  Normal  Crowded Busy
Mode Backup as scheduled hd

Schedule * Full Backup Incremental Backup Differential Backup Forever Incremental @

To determine the backup window of this job, the Time Windows indicator can be a reference for you to determine
in which time window the job should be scheduled.
In the Mode dropdown list, you can choose the backup mode of this backup job, you can configure the job as a
Backup as Scheduled job or a Once-off Backup job.
For a once-off backup job, the job will only run for once, and only full backup will be performed. You only have to

Time Windows
0123456 789 1011121314 1516 17 18 19 20 21 22 23

Idle  Normal  Growded Busy

Mode Once-off Backup hd

Start Time x © o

For a Backup as Scheduled job, you can schedule full, incremental, differential and even forever incremental
backups for the server backup job as per your needs.

TR SE e PrlEed R St R T e R e L e | Sl o7 5

Time Windows.
0123456 7 8 9 10111213 14 15 16 17 18 19 20 21 22 23

Idle Normal Crowded  Busy
Mode Backup as scheduled v
Schedule * 9 FulBackup [ incrementa! Backup Differential Backup Forever Incremental €

Daily Frequency Weekly v
o Even Weekly Monday Tuesday Wednesday Thursday
very
! B Friday Saturday Sunday
Wonthly .
Start Time 7:34:00 [o]
Repeat (1]

Usually, it’s recommended to run the full backups on weekly basis and run the incremental backups on daily basis.
For the Speed Controller settings, it’s optional, only the high efficient backup process will impact on the server
performance, you can choose to configure the speed controller policy to limit the backup speed.



Data Storage Policy including Deduplication, Compression and Encryption of the backup data.

Data Deduplication o
Data Compression )
Data Encryption o
Random Password
Password  eussesvens

Confirm Password ~ sssssssans

By enabling Data Deduplication and Data Compression, you can save the bandwidth and storage resources for
transmitting and storing the backup data.

By enabling Data Encryption, the backup data will be encrypted and then stored into the backup storage. A
password needs to be specified to secure the data encryption, when creating a server restore job, password
verification is required to perform server restore.

For the Retention Policy, it can be used to define how much/long the backup data to be reserved in the backup

storage, you can either define the retention policy with Number of Restore Points or Number of Days mode.

Retention Mode Number of Restore Points v (i}
Number of Restore Points

Restare Points Number of Days

If you only enable full backup for the server backup job, only full restore points will be generated, and to comply
with the retention policy, the restore point exceeded the given number of restore points or number of days will be
directly deleted.

For the incremental backup jobs, to comply with the retention policy, Vinchin backup server will merge the first full
backup with the following incremental backup restore points to comply with the retention policy. If it’s a forever
incremental backup job, Vinchin backup server will always merge backup restore points. If there are full backups to
be taken regularly, then the first full backup will be merged with the incremental backup restore points between the
first and the second full backup restore points one by one, when there’s no incremental backup between the first
and the second full backup, the first full backup restore point will be deleted at the next run of the job.

For differential backup jobs, Vinchin backup server will delete the first differential backup restore point to comply
with the retention policy, if all differential backup restore points between the first and the second full backup
restore points had been deleted, the first full backup restore point will be deleted at the next run of the job.

For the Transfer Threads, you can define 1 to 8 transfer threads for a single server backup job to implement

multithreaded transmission.

Transfer Threads 3 A~ v o

If the high efficient backup process will impact on the server performance, please decrease the transfer threads
number or consider enabling Speed Controller policy.
Under the Transmission Strategy tab, users can enable Encrypted Transfer and select transmission network for

this backup job.



New Server Backup Job
3 Backup Strategies

& General Strategy Transmission Strateg @ Advanced Strategy

Encrypted Transfer o

Transmission Network 172.18.1.10:22711 v (i

By enabling Encrypted Transfer, the transmission path between the physical server and Vinchin backup server will
be encrypted to guarantee you data safety during backup process.

If your backup server has multiple networks connected, in the Transmission Network dropdown list, you can
select a network to carry out the data transmission.

Under the Advanced Strategy tab, users can configure the Valid Data Extraction option.

New Server Backup Job

3 Backup Strategies

¢2 General Strategy = Transmission Strategy @ Advance

Valid Data Extraction [i ]

This option can be used to extract the valid data of the server partitions, in order to reduce the backup storage

usage.

Step 4: Review & Confirm

After completing the above-mentioned settings, you are able to review and confirm the settings in one screen.

A job name can be specified for identification of the VM backup jobs, and by clicking on the Submit button to confirm
the settings and create the backup job.

Server Backup Job Management

Once a server backup job had been created, you will be redirected to the Monitor Center > Jobs page.

Search

sob Name Wodute son Type Creste Time stas speed Progress Creator Operation
e S Backup 20230216 1745 18 - - adnin

The status of the newly created job will usually be Pending, when the time condition matches the schedule, it will

automatically run. And the status will change to Running, you can also see the transfer speed here within the job

list.

Besides the Current Job list, there’s a dedicated tab to show server backup jobs. More detailed information of server

backup jobs will be given.

By clicking on the job name, you can check more detailed information on the Job Detail screen.

For a scheduled backup job, after running one of the schedules, the status will change to Pending again and then

wait for the next run.

For a once-off backup job, after running the job for once, it will be removed from the Current Job list. And you can

find it from the History Job list.



Server Backup Data
The server backup data can be managed from Physical Backup > Server Backup > Backup Data page.
View Backup Data

By default, all server backups of all backup nodes from Vinchin backup agents will be displayed, if you wish to view
backups of a specific backup node, please select a node from the dropdown list.
The server backup data is organized with a Backup Job > Physical Server > Restore Point structure as shown below.

= Server Backup Data
= Server Backup Job List Y Restore Point List
Notice
All nodes v 1. Expand the tree menu on the leit
Find you want to manage.
-0 © server Backup Job 1 3. You can k on Delete.

10 Alocalhost Jocaldomain(172.18.19.33) 4. You can batc!
-0 ()2023-02-16 17:49:24(Full Backup) &

ng the restore points and clicking on Delete!

Each restore point is named with the timestamp of its creation and will be marked with its backup type. If there’s
a 8 jcon behind the restore point, which means the backup data is encrypted. To view more information of the
restore points, simply click on the server name, all the restore points of the selected server will be listed in the
right with more detailed information.

3 Server Backup Data
= Server Backup Job List © Restore Point List
All nodes - No. Time Point Type Data Size Written Size Storage Partition Info Operation
1 2023-02-16 17:49:24 Full Backup 276GB 1.32GB Local Disk1 sda(/boot)

30O ) server Backup Job 1

B0 Alocalhost localdomain(172.18.18.33) (localhost localdomain(172.  centos-root(/)

-0(T)2023-02-16 17:49:24(Full Backup) & 18.1.10)) centos-
swap([SWAP])

You can get more information like the actual data size, written size and the storage which is used to store the
restore point data.

To search specific restore point(s), you can use the Search button on the left or use the Advanced search button
at the right side of the Restore Point List.

Retention Tags

The purpose of using the retention tags is to avoid the general retention policy from purging some specific backups
and keep them for a longer time period.

For server backup data, you can set F: forever retention tag. The F tag can only be manually set. To manually set
retention tags, please go to Physical Backup > Server Backup > Backup Data page. By selecting a server from a
backup job, all the restore points will be listed on the right, find the restore point which you wish to set/unset
retention tags and click Options button, and then select Set Retention Tag.



T T T I .
i et retention ta

| Ll

[a]8]

Forever Retention Tag

Cancel

In the set retention tag dialog, check the forever retention tag option and click on OK, then the restore point will
be tagged with a F tag and it will be kept in the backup storage permanently until the tag has been removed.

Delete Backup Data

We recommend configuring comprehensive retention policies for the server backup jobs to automatically purge
the out-of-date backups instead of manual deletion of the backup data. It is a highly risk operation by deleting the
backup data manually. If you have to do this, please follow the below instructions.

To delete server backup data, please go to Physical Backup > Server Backup > Backup Data page. There are two
approaches to perform the deletion.

Please unfold the server backup job, and unfold the server which you wish to delete backup data from. Then select
the restore point(s) you wish to be deleted and click on the Delete button on the top left of the tree view. You'll
have to provide you password to confirm the deletion of selected restore point(s).

If it’s a standalone full restore point, no incremental or differential restore points dependent on it, you can select

and delete the standalone full restore point directly.

If it’s a backup chain, formed by a full restore point and a series of incremental (or differential) restore points
dependent on the full restore point, you can only delete the backup chain from the tree view.

Preparation for Server Restore

For the physical server restore, the target server could be the original one or a new one. If restoring to a new server,
the hardware configurations should be the same as the original server, including mainboard, CPU, RAM disks, etc.
If the original operating system is running on the server which you are going to restore, only the data disks can be
restored. If that’s what you are going to do, please skip this part and continue from Create Server Restore Job.

If you want to restore the whole operating system, you need to boot the server with LiveCD or WinPE I1SO image
provided by Vinchin.

LiveCD Operation Procedures

The LiveCD ISO images are provided by the version of CentOS Linux system, please download the version
corresponding to your physical server’s operating system from links below.
° CentOS/RHEL 6
° CentOS/RHEL 7


https://www.vinchin.com/en/support/livecd-centos6/latest
https://www.vinchin.com/en/support/livecd-centos7/latest

e  CentOS/RHEL 8

Before you can boot the target server with LiveCD image, please create a bootable USB drive or CD/DVD disc using
the downloaded I1SO image, after that please boot your server from the USB drive or CD/DVD drive.

When you see the booting options screen, please select Start LiveCD OS Restore and press enter.

After the LiveCD system is completely started up, please login with the following credentials.

Username: root

Password: Backup@3R

When logged in, please use below command to get started connecting the server to Vinchin backup server.

sh os_restore

If the server has multiple NICs on board, you need to select the NIC which can be used to connect to Vinchin backup
server by typing the NIC number and press enter.

Input a valid IP address under the following prompt:

Input IP address, e.g., 192.168.31.1:
172.18.19.105

Input a valid netmask under the following prompt:

Input netmask, e.g., 255.255.255.0:
255.255.192.0

Input a valid gateway under the following prompt:

Input gateway, e.g., 192.168.31.1, press enter directly without setting gateway:
172.18.0.1

Once you had configured the network settings, the server network services will restart, when you see the following

prompt, please input Vinchin backup server IP address.
Input backup server IP address:
172.18.1.10

Now the server running LiveCD will try to Ping Vinchin backup server to test the network connection, after that will
try to download and install the physical server backup agent.

The whole process is automated, no further operations required. Once the agent installation is successful, please
log in Vinchin Backup Server web console, in Resources > Agents page, it will display the server running LiveCD.

C3Agents

Search

IP Address Hostname 0S8 Licensed module Application Settings Add Time Status Owner Operation

172.18.19.105 Cent0S7_LiveCD/172.18.19.105 CentOS Linux release 7.7.1908 = 2023-02-16 15:14:06 admin
(Core)

To restore the backups to this server running LiveCD, it does not need to be licensed, as it is only for temporary use

of server restoration.

Notice

1. The server memory should be at least 2GB when booting with LiveCD.

2. When configuring LiveCD network settings, make sure to avoid IP address conflict in your LAN.
3. Please use the LiveCD ISO image the same version of your CentOS/RHEL Linux server.


https://www.vinchin.com/en/support/livecd-centos8/latest

WinPE Operation Procedures

Before you can boot the target server with WinPE 1SO image, please download the WinPE ISO image from here.
After downloading, please create a bootable USB drive or CD/DVD disc using the downloaded ISO image, after that
please boot your server from the USB drive or CD/DVD drive.

When you see the message “Press any key to boot from CD or DVD” please press a random key to start the server
from WinPE.

If the server has multiple NICs on board, you need to select the NIC which can be used to connect to Vinchin backup
server by typing the NIC number and press enter.

Input a valid IP address under the following prompt:

Input IP address for WinPE, e.g., 192.168.31.1:
172.18.19.106

Input a valid netmask under the following prompt:

Input netmask, e.g., 255.255.255.0:
255.255.192.0

Input a valid gateway under the following prompt:

Input gateway, e.g., 192.168.31.1, press enter directly without setting gateway:
172.18.0.1

Input Vinchin backup server IP address under the following prompt.

Input backup server IP address:
172.18.1.10

Now the server running WinPE will try to Ping Vinchin backup server to test the network connection, after that will
try to download and install the physical server backup agent.

The whole process is automated, no further operations required. Once the agent installation is successful, you'll see
prompt “Press any key to continue”, please press a key to complete the process.

Log in Vinchin Backup Server web console, in Resources > Agents page, it will display the server running WinPE.

LaAgents

IP Address Hostname os Licensed module Application Settings  Add Time v Status Owner Operation
172.18.19.106 MININT-1FG66S1/172.18.19.106 Windows (TM) 10 Preinstallation - 2023-02-16 15:40-00 admin % Opions v

Environment

To restore the backups to this server running WinPE, it does not need to be licensed, as it is only for temporary use
of server restoration.

Notice

1. A WinPE booted server should not be powered on for more than 24 hours.

2. The server memory should be at least 2GB when booting with WinPE.

3. When configuring WinPE network settings, make sure to avoid IP address conflict in your LAN.


https://www.vinchin.com/en/support/winpe/latest

Create Server Restore Job

To create a server restore job, go to the Physical Backup > Server Backup > Restore page. Please follow the below

steps to create a physical server restore job.

Step 1: Restore Point

Form the Restore Point dropdown list, select a backup node on which the server backup data is stored.

New Server Restore Job
1 Restore Point

Restore Point * All nodes v Selected restore points.

31D server Backup Job
E.(\Io:alhust localdomain(172.18.19.33)
@{T)2023-02-16 17:49:24(Full Backup) &

Then select desired restore point and click on Next. The restore point can be full, incremental or differential

depending on which backup method you applied for server backup.

Step 2: Restore Destination

In the Target Host dropdown list, select the target physical server which you wish to restore to. If you only need to
restore the data disk/partition, please select the original host. If you wish to restore the whole system, you’ll need
to boot the host from LiveCD or WinPE, for how to do this, please refer to Preparation for Server Restore.

When done selecting the target host, click on Connection Test to test the connection between the physical server

and Vinchin backup server.

New Server Restore Job
2 Restore Destination
Target Host * Cent0S7_LiveCD(172.18.19.105)
Target Volume & Destination Host IP-Cent0S7_LiveCD(172.18.13.105)
Rebuild Partition e
Boot Fix e

Select Volume Source Volume Name Data Size Restore Destination

[ centos-root() 50GB Please select restore destination v

L2} centos-home(/home) 45.12GB Please select restore destination v

If the connection test is successful, you’ll now be able to configure the restore options.

Rebuild Partition: if enabled, the partition table of the target server will be reconstructed to ensure that the new
partition information is the same as that of the original host. If this option is enabled, all data on the partition will
be erased, please be caution.

Boot Fix: if enabled, the /etc/fstab and grub.cfg files of the Linux systems will be re-configured on the new host after
restore. If restore to the original host, and the backup partition corresponds to the source partition path, this option
can be turned off.

If you are going to restore only the data disk/partition, please turn off both Rebuild Partition and Boot Fix options.

And in the Select Volume column, please select only the data disk/partition to restore, and in the Restore



Destination column, please select the original partition. Only if the retore destination is a new disk, you can turn
the Rebuild Partition option on.

If you are going to restore the whole system, make sure in the Target Host dropdown list you’ve selected a server
which is booted from LiveCD or WinPE.

To make sure the restored server is bootable, please enable Rebuild Partition and Boot Fix, in the Restore
Destination column, please select the disk for each partition to be restored to.

Notice

1. Hosts that are not booted with LiveCD and WinPE can only recovery data disks, please use LiveCD or WinPE to
restore the whole system or system partitions if needed.

2. If restoring to different machine the Rebuild Partition option needs to be enabled.

3. Server backups from Linux machine cannot be restored to a Windows machine and vice versa.

Step 3: Restore Strategy

Under the General Strategy tab, you could set Speed Controller and Transfer Threads for the server restore job
same as when creating a server backup job. You could use the default settings.

Under the Transmission Strategy page, you could enable Encrypted Transfer to secure the data transmission and
you can optionally select a transmission network.

If the server backup data had been encrypted (Data Encryption enabled in server backup job), then here on this
page you’ll have a More Info tab, under which you need to provide the encryption password before restoring the
server backups.

3 Restore Strategy

¢ General Strategy = Transmission Strategy = More Info

Data Encryption e

Step 4: Review & Confirm

In this step, you could rename the job, review the job settings and submit to create a restore job.
A server restore job will automatically run after its creation, when restoration done, you can power off the server
to boot it from its local hard disk.



NAS Backup

Preparation for NAS Backup

Add NAS Shares

To add the NAS shares to Vinchin Backup & Recovery for backup, please go to Resources > NAS Shares page. Click
on the Add button to add a NAS share.

Protoco CIFS NFS

IP Address 172.18.19.26
Share Path /mnt/nfs

Permissions Read & Write Read Only

Version Default Version v

Name 172.18.19.26
Mount to Node 172.18.1.10

Advanced Seftings Advanced Settings

Cancel

The supported NAS protocols are CIFS and NFS, please select the target protocol of the NAS share which you are
going to add.

In the IP Address field, input the IP of the NAS server, then in the Share Path field input the correct share path.

As for the Permissions, it’s recommended to select Read & Write permissions in order to enable Vinchin backup
server being able to perform NAS backup and restore, otherwise if Read only, Vinchin backup server will only be
able to do NAS backup but not restore.

In the Version dropdown list, select the CIFS/NFS protocol version, if no option available, please click on manually
input one to provide a protocol version manually.

In the Name field, users can define a customized name for the NAS share for identification.

If adding a CIFS share, user credentials should be provided in the Username and Password fields.

For the Mount to Node option, users can select one or several backup nodes (if any), the NAS share will be mounted
to the selected nodes and users can then run NAS backups on multiple nodes.

In the Advanced Settings section, users can configure customized mount parameters for both CIFS and NFS shares,
and additionally the customized port number for NFS share if needed.

License NAS Shares

Once a NAS share had been added, its status is Unlicensed, users have to license it with Vinchin NAS backup license
module to enable backup of the NAS share.



Click on the License button to show the License NAS Share dialog.

Free/Used/Total: 20/0/20
v IP Status
v 172181926 Unlicensed

Page 1 of 1| View 10 ~ records| Total 1 record(s)

Select the NAS shares you’ve added and then click on License button to get the NAS shares licensed for backup.
Create NAS Backup Job
To create NAS backup jobs, please go to NAS Backup > Backup page. There are 4 steps to create a NAS backup job.

Step 1: Backup Source

First you need to select a target NAS share from the Select NAS Share column for this backup job. Each NAS backup
job can only have one NAS share selected.

EHB BB G E R
PRRRRPRRRARD 3

After selecting the target NAS share, please select the files or folders you want to back up from the Backup Source
column. In the Select files/folders column, the files/folders could be selected by use the checkbox.

5 Backup Source: Please select the files you wish to backup
Select files/folders Advanced
Wildcard Filter Inclusion ~ [i]
Filter (1]
Tkt x

After selecting the files/folders, you can click Advanced to set wildcard filter rules for the NAS backup job, this is
optional.

In the Wildcard Filter dropdown list, you can choose None, Exclusion and Inclusion.

None: backup all the selected files/folders which you've selected and do not use any filters.

Exclusion: backup all files except the ones to be excluded by exclusion filters.

Inclusion: only backup the files which will be matched by the inclusion filters.

In the Filter field, type a filter rule e.g.: *.docx and click Add to add it; multiple filters can be applied to a single
backup job; ’*’ can match 0, 1 or multiple characters, '?' can only match 1 character.



After setting the wildcard policy, please click on Next to continue.

Step 2: Backup Destination

A backup destination (backup storage) should be associated with this backup job.

New NAS Backup Job
2 Backup Destination

Target Node localhost localdomain(172.18.24 34) v

Target Storage Local Diski(Local Disk, Capacity :149.92GB, Free Space:149.88GB) v

Notice
1. Select a backup node to run this backup job.

2. Selecta storage on the node to stare the backup data

In the Target Node dropdown list, you can select a backup node on which you want the backup data to be

processed and stored.
In the Target Storage dropdown list, the storages which belong to the selected backup node can be selected.
When done selecting the backup storage, please click on Next button to continue.

Step 3: Advanced Strategy

In the General Strategy it including Schedule, Speed Controller, Data Storage Policy, Retention Policy and Advanced

Strategy.

3 Backup Strategies

In the Schedule field, you can configure the time schedule of the backup job, you can configure the job as a Backup

as Scheduled job or a Once-off Backup job.
For a once-off backup job, the job will only run for once, and only full backup will be performed. You only have to

appoint a time of when to start the backup job in the Start Time field.



Time Windows
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. |
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Mede Once-off Backup hd
Start Time * x B [i]
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For a backup as scheduled job, you can schedule Full Backup, Incremental Backup and Differential Backup.
Here we take full with incremental backups as an example. Please set the backup mode and backup schedule as per
your actual demands, then please click on Next to continue.

Backup (Every Friday, 23:00:00 Start, No-repeat). Incremental Backup (Daily 23:00:00 Start, No-repeat]

Time Windows
01 2 3 45 6 7 & 9 1017 12131415 16 17 18 19 20 21 22 23

[ ] [
Idle Normal Crowded Busy
Mode Backup as scheduled B
Schedule * n Full Backup u Incremental Backup Differential Backup €}

Speed Controller is optional. It can be used to limit the transmission speed during NAS backup if needed.

The speed controller policy can be configured as either As Scheduled or Permanent. An As Scheduled policy can be
configured to limit the backup speed on Daily, Weekly and Monthly basis.

A Permanent policy will always limit the backup speed within the specified Max Speed.

There are 2 options in Data Storage Policy section, Data Compression and Data Encryption. By enabling these 2
options, the backup data will be compressed and encrypted before saving into backup storage.

Data Compression

Data Encryption

For the retention policy of the NAS backup, there are 2 retention mode, retain the NAS backups according to
Number of Restore Points or Number of Days.

For the retention mode Number of Restore Points, Vinchin Backup Server will save the specified number of restore
points. If you choose to retain the backups by number of restore points, the number will be counted by full restore
points.

For retention mode Number of Days, Vinchin Backup Server will save the restore points within the specified number
of days.

Retention Mode Number of Restore Points v i ]

Number of Restore Poinis
Restore Points Number of Days



When the retention policy is triggered, the outdated restore points will be purged to comply with the retention
policy.

Advanced Strategy contains transfer threads and scan threads. You can set 1 to 32 transfer/ scan threads for a single
backup job. Increasing the number of threads can improve backup job efficiency, but multi-threading will occupy
the resources of the NAS server, so the number of threads should be set reasonably according to the actual situation.

Transfer Threads 3 ~ v (1]

Scan Threads 3 A W e

In order to eliminate the high efficiency backup impact on the performance of the NAS server, users can set the
transfer and scan thread number to 1. And when the scan thread has been set to 1, users also able to configure
the scan speed.

Transfer Threads 3 A v o
Scan Threads 1 & T o

Scan Speed Very Fast v @

The scan speed can be configured with Very Fast, Fast, Normal, Slow and Very Slow options to balance the NAS
server performance and backup speed.

Step 4: Review & Confirm

After completing the above-mentioned settings, you are able to review and confirm the NAS backup job settings in
one screen.
You can give this job a customized name then click on Submit to finish creating this NAS backup job.

NAS Backup Job Management

Once a NAS backup job had been created, you will be redirected to the Monitor Center > Jobs page.

=] Current Jobs
Search
Job Name Module Job Type Create Time Status Speed Progress Creator Operation
NAS Backup Job1 NAS Backup Backup 2023-02-06 16:19:42 - - admin

The newly created NAS backup job will be in pending status, you can start, stop, edit or delete the job from the
current job list.

NAS Backup Data

After running each NAS backup job session, all the NAS backup data can be found and managed from NAS Backup >
Backup Data page.



View Backup Data

By default, all NAS backups of all backup nodes from Vinchin backup infrastructure will be displayed, if you wish to
view backups of a specific backup node, please select a node from the dropdown list.
The NAS backup data is organized with Backup Job > NAS Share > Restore Point structure as shown below.

Restore Point Backup

Each restore point is named with the timestamp of its creation and will be marked with its backup type. To view
more information of the restore points, simply click on the NAS share name, all the restore points of the selected
NAS share will be listed on the right with more detailed information.

Restore Point Backup

Al nodes v Mo, Time Point Type Data Size written Size storage Operation
1 2023-02-06 230006 Incremental Backup | 925 44KB 805 44KB Local Disk1
localhost localdomain(172.18.24. 34

63911 Full Backup 925 44KB 805 44KB Local Disk1

jocalhost localdomain( 172 18 24 34

Page of 1] View 4 - records|Total 2 recard(s

You can get more information like the actual data size, written size and the storage which is used to store the NAS
backup data.

To search specific restore point(s), you can use the Search button on the left or use the Advanced search button at
the right side of the Restore Point List.

You can also comment on the target recovery point by clicking Options and then select Comment.

Retention Tags

The purpose of using the retention tags is to avoid the general retention policy from purging some specific backups
and keep them for a longer time period. For NAS Backup, the F (forever retention) tag can be set for the full restore
points of NAS backup.

To manually set retention tags, please go to NAS Backup > Backup Data page. By selecting a NAS share from a
backup job, all the restore points will be listed on the right, find the full restore point which you wish to set/unset
retention tags and click Options button, and then select Set Retention Tag.

i >etreention ta

[[s}

Forever Retention Tag

Cancel

In the popup dialog you can set/unset retention tags for the selected full restore point.



Delete Backup Data

We recommend configuring comprehensive retention policies for the NAS backup jobs to automatically purge the
out-of-date backups instead of manual deletion of the backup data. It is a highly risk operation by deleting the
backup data manually. If you have to do this, please follow the below instructions.

To delete NAS backup data, please go to NAS Backup > Backup Data page. There are two approaches to perform
the deletion, batch (or single) deletion of restore points from the left side tree view and single restore point deletion
from the right side restore point list view.

Deleting restore point(s) from the tree view.

Please unfold the associated backup job, and unfold the NAS share which you wish to delete backup data from. Then
select the restore point(s) you wish to be deleted and click on the Delete button on the top left of the tree view.
You’ll have to provide you password to confirm the deletion of selected restore point(s).

If it’s a standalone full restore point, no incremental or differential restore points dependent on it, you can select
and delete the standalone full restore point directly.

If it’s a backup chain, formed by a full restore point and a series of incremental (or differential) restore points
dependent on the full restore point, you can only delete the backup chain from the tree view.

Deleting restore point from the restore point list view.

Please select a NAS share from the left tree, the associated restore points will be listed on the right-side list view.
By clicking on the Options button of a specific restore point and selecting Delete you are able to delete that single
full restore point, and the incremental/differential restore point dependent on it will be delete together. Single
incremental/differential restore point cannot be deleted.

Create NAS Restore Job

To restore files from NAS backup restore points, please go to NAS Backup > Restore page. There are 4 steps to
restore files from the NAS backup restore points.

Step 1: Restore Point

First you need to select a target NAS share and a desired restore point from the Select Restore Point column.
Then select the desired files/folders from the NAS Restore Source column.

Salect restar point Allnodes - NAS Reslore Source: select files/folders to restore

VAN DR D D

When done selecting files/folders, click on Next button to continue.



Step 2: Restore Destination

By default, the files/folders will be restored to the NAS share.
And when you selected the target NAS share, please select restore path, the default is manually select path, you can
select the desired host or the desired path then continue.

If you want to restore to the original path, select recover to the original path and click on Next to continue.
If you want to restore to a file server, in Restore to dropdown list, select a file server, and then select the agent you
desire, select the path you want to restore the files/folders then continue.

2 Restore Destination
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Notice
The files/folders can be only restored to the NAS shares/file servers that have been registered to Vinchin Backup
Server.

Step 3: Restore Strategy

In the General Strategy it including Speed Controller and Advanced Strategy.
Similar to NAS backup, the speed controller is optional, it is used to limit the transmission speed of NAS restore. And
in Advanced Strategy, you can set 1 to 32 transfer threads for a single NAS restore job.



“3 New Job

0 v Restore Point o + Restore Destination 3 Restore Strategy

sfer Threads: 3

Click on Next button to continue.

Step 4: Review & Confirm

After finishing the above settings, you are able to review and confirm all settings here. Click Submit to confirm
creating this job.
Once the job has been created, you'll be redirected to the Monitor Center > Jobs page.

Search _Wu'.ed search

Job Name Module Job Type Create Time v Status Speed Progress Creator Operation

B NAS Restore Job NAS Backup Restore 202302-06 17:26:24 [ Funring | = = admin
As the NAS restore job is by default to be executed right after the creation of the job, so it will run automatically,
when you see it in the current job list, it should be in running status already, and once completed, the job will be
automatically deleted from the current job list.
After this you can browse the restored files/folders from the selected NAS share/file server in the selected path.
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Backup Copy

Backup copy is a feature which can be used to make duplicated version of your backup data to a secondary storage

(onsite copy) or location (offsite copy). The copy data is usually of the same version, size and type of your original

backup data, and can be used to restore the backup data from any accidental deletion and corruption.

Vinchin Backup & Recovery enabled backup copy for the following type of data assets.

VM backups

File backups
Database backups
Server backups
NAS backups

Prerequisites of Backup Copy

Onsite Backup Copy

To make a copy of your backup data onsite, please check the following prerequisites:

Vinchin backup server should be at least licensed with Standard Edition license.
Vinchin backup server/node must have an onsite backup copy storage added.
A backup job must be created before creating a backup copy job.

Offsite Backup Copy

To make a copy of your backup data offsite, please check the following prerequisites:

Primary site Vinchin backup server should be at least licensed with Standard Edition license.

A backup job must be created on primary Vinchin backup server before creating a copy job.

Remote site must have a Vinchin backup server installed and an onsite backup copy storage must be added.
Primary site and remote site should be interconnected via dedicated connection or VPN connection, if there’s
firewall, service ports 22804 and 23005 need to be accessible on the remote site Vinchin backup server. If the
connection goes directly through Internet, the remote site must have a dedicated public IP address, and on the
remote site firewall/router, the service ports 22804 and 23005 need to be opened for the remote site Vinchin
backup server.

Bandwidth between 2 sites must be fast enough to transfer new backup data generated during the previous
copy job session to the next copy job session.

Notice
For offsite copy feature, the remote site Vinchin backup server does not necessarily to be licensed with a paid license.

Use a free trial license for testing or if you had applied paid license for the onsite Vinchin server, you can contact

Vinchin sales representative to get a free license for offsite copy.



VM Copy

Create VM Copy Job

To create a VM copy job, please go to VM Backup > Backup Copy > Copy page, then follow the below steps to create
the VM copy job.

Step 1: Select Coy Source

To select the backup copy source, first please select the Copy Source then choose the source node and filter the

backup data by Backup Job, Virtual Platform or Restore Points.

e If you select Backup Job, all backup jobs will be listed, by expanding the backup job you can select the copy
source as per the VMs included in the backup job.

e Ifyouselect Virtual Platform, the virtual platform will be listed and you could select corresponding VMs to copy
the backup data of the selected VMs.

e If the backup job has been deleted or it's a once-off backup job, you can filter the backup data by selecting
Restore Points.

You can select the copy source either way as per your convenience.

1 Copy Source

Copy Source localnost localdomain(172.18.15 97) v

Backup Job v

B ® @) vMware vSphere Backupl

Copy Source
& @ Cent0S7 Py

Once the copy source is selected, please click on Next button to continue.
Step 2. Configure Primary Strategies

For Primary Strategy, you can set the backup copy mode, options are Copy as scheduled and Once-off copy. Copy
as scheduled is suitable for the regularly scheduled backup jobs.

2 Primary Strategy

Mode Copy as scheduled v

Schedule
Al Start Time 23:00:00 ]

Weekly

Monthly



You can set the copy schedule as per the backup job schedule. But the schedules of backup copy job should not be
more frequently than the schedules of backup job.

If you wish the backup copy to run regularly as per the backup job runs, please set Copy as Scheduled, otherwise
set Once-off Copy to run the copy job for only once.

As for the schedule of the copy job, it is recommended to run the copy job right after the backup job finishes. For
example, the backup job runs at 11 PM each day, and it takes approximately 2 hours to complete the backup job, so
you can set the copy job to start 3 or 4 hours later than the backup job.

After done the mode settings, click on the Next button to continue.

Notice

If the VM copy job mode is copy as scheduled, then the first time running this backup copy job, all the backup data
(restore points) will be copied to the backup copy storage, the next time running this job, only the new backup data
will be copied. This will keep the backup copy data identical with the backup data, but stored in different storages
(or locations).

Step 3. Configure Advanced Strategies

For the Copy Destination, VM copy can be stored in the On-site Storage or Off-site Storage. An on-site backup copy
storage is a storage which had been added to local Vinchin Backup Server or local Vinchin Backup Node. An off-site
backup copy storage is a backup storage added to remote site Vinchin Backup Server deployed in another location.
Please select the corresponding storage destination as per your actual deployment and requirements, here we take
off-site storage as an example.

New Copy Job
3 Advanced Strategy

@ Copy Destination = Transmission Strategy @i Retention Policy ) Speed Controlier

Destination Off-site Storage v
Off-site Backup Server Off-site Storage1(172.18.24.19) v

Off-site Storage NFS Share1(NFS Share, Capacity 296 64GB, Free Space:7.39G8) v

In the Destination dropdown list, Off-site Storage should be selected.

In the Off-site Backup Server dropdown list, select the target remote Vinchin backup server.

Once the remote Vinchin backup server had been selected, the backup copy storage added on the remote backup
server will be loaded automatically, and if there’re multiple backup copy storages you can select one from the
dropdown list.

For the Transmission Strategy settings including Encrypted Transfer and Compressed Transfer.

New Copy Job
3 Advanced Strategy

© Copy Destination | = Transmission Strategy [ Retention Policy () Speed Controller

Encrypted Transfer

Compressed Transfer

Encrypted Transfer: The data transmitted from backup source to backup copy storage will be encrypted to ensure
the safety of the data transmission.
Compressed Transfer: Enable it to compress the backup data during transmission. The backup data will be



decompressed when it arrives the backup copy storage.
For Retention Policy, VM copy retention policy is similar with the backup retention policy, it is used to reserve
backup copy data stored on the backup copy storage.

3 Advanced Strategy

@ Copy Destination = Transmission Strategy [ Retention Policy €3 Speed Controller

Retention Mode * Number of Restore Point: v i}

Restore Points * 30 s

There’s only Number of Restore Points retention mode for backup copy jobs, Vinchin Backup Server will save the
specified number of restore points for each VM included in the copy job, the older restore points will be deleted or
merged (restore point merge is only applicable for VM restore points) to comply with the retention policy.

For Speed Controller, it’s optional, only if the VM copy jobs will bring network or 1/0 overload to your production
environment, you can configure the speed controller accordingly.

3 Advanced Strategy

@ Copy Destination = Transmission Strategy i Retention Policy (3 Speed Controller

Limit as scheduled (Daily 20:00:00Start, 23:30°00End), Max Speed 60MB/s [ x]

The speed controller can be configured as a Permanent or As Scheduled policy.

Step 4. Review and Confirm Job Settings

After completing the above settings, you are able to review and confirm the settings.
You can optionally customize a job name and then click on Submit button to confirm the creation of this VM copy
job.

VM Copy Job Management

Once a VM copy job had been created, you will be redirected to the Monitor Center > Jobs page.

The job status will be pending, and it should be automatically executed according to the scheduled time. You are
also able to manually run the job by clicking on Options and select Start Job. Or if you want to stop the job, you can
click on Options and select Stop.

After the backup copy job is completed, the backup copy data will be stored in the target backup copy storage. And
if it’s a once-off copy job, the job will be automatically deleted once completed, if it’s a scheduled backup copy job,
the job status will change to pending again and wait for the next run.



VM Copy Retrieve

The onsite VM copy data can be used to restore VMs directly without copy retrieve. But for the backup copy data
stored on the off-site backup copy storage cannot be used to restore VMs directly to primary site, it should be
retrieved to an on-site storage first, then from the VM Backup > Restore page you can create restore jobs to restore
the VMs.

To create a VM copy retrieve job, please go to VM Backup > Backup Copy > Copy Retrieve page, then follow the
steps below to create a copy retrieve job.

Step 1: Retrieve Source

To retrieve VM copy from offsite storage, please select an off-site backup copy storage, and select the Show VM(s)
or Show Restore Points as per your requirements.

New Copy Retrieve Job
1 Retrieve Source

Retrieve Source €) All Storages v © show vis) - Copy Source

@
%]

3 ©) copy Job1
[ (5 vsphere7(172.18.2.1)(VMware vSphere)
& @bk_vm1

Select the desired VM(s) or restore point(s) then click on Next to continue.

Step 2: Retrieve Destination

Select an on-site storage where you want to save the restored backup copy data.

New Copy Retrieve Job
2 Retrieve Destination

Target Node localhost localdomain(172.18.1.10) v

Target Storage Local Disk1(Local Disk, Capacity :3.72TB, Free Space:3.72TB). Node: localhest.localdomain(172.1%.1.10) v

Either local backup or local (onsite) copy storage can be used to store the retrieved VM copy data.

Step 3: Retrieve Strategy

Retrieve strategy including Encrypted Transfer and Compressed Transfer.

New Copy Retrieve Job
3 Retrieve Strategy

Advanced Strategy * Transmission Strategy  Speed Controller

Encrypted Transfer o

Compressed Transfer P

Encrypted Transfer: The data transmitted from off-site backup copy storage to on-site storage will be encrypted to
ensure the safety of the data transmission.



Compressed Transfer: Enable it to compress the copy data during transmission. The copy data will be
decompressed when it arrives the on-site storage.

Speed Controller: It is optional, only if the copy retrieve jobs will bring network or I/O overload to your production
environment, you need to configure the speed controller accordingly.

Step 4: Review & Confirm

After completing the above settings, you are able to review and confirm the settings.

You can optionally customize a job name and then click on Submit button to confirm the creation of this copy
retrieve job.

After a new copy retrieve job has been created, you will be redirected to the Monitor Center > Jobs page, and you
will immediately see the copy retrieve job run automatically.

Once the copy retrieve job is completed, the job will be automatically deleted from the current job list.

Now you can go to VM Backup > Restore page and create a VM restore job with the retrieved VM copy data.

Notice

If you have virtual platform on the remote DR site, you can restore the backed up VMs on remote site virtual platform
using the backup copy data transferred from the primary site to the remote site backup copy storage on the off-site
Vinchin Backup Server.



VM Copy Data

All VM copy data can be managed from the VM Backup > Backup Copy > Copy Data page. No matter the data is
stored in the on-site storage or off-site storage.

S Copy Data

= Copy Job List © Restore Point List
Delet .
Notice
Al Storages o 1. Unfold the copy jab list on the left
2. Find the corresponding restore poins.
[E}01 £ Off-site Storage 3. You can delete single restore point by clicking on Options > Delete.
0 @ copy Job1 4. You can batch delete restore points by selecting the restore points and clicking on Delete

50 £ On-site Storage
() ©) Copy Retrieve Jobl(Job has been deleted )

By unfolding the copy storages and the copy jobs, you are able to view all the copy data. And by selecting
corresponding restore points, copy job or the copy storage, you are able to delete the selected copy data.
By clicking on a virtual machine, you’ll be able to see all the copy restore points of the virtual machine.

& Copy Data

& Copy Job List @ Restore Point List copy Retrieve JobitJob bk_vir ware vSphere)
No. Time Point v Type Data Size Written Size Storage Operation
All Storages A 1 2023-02-12 23:40:13 Incremental 55MB 20.15MB Local Directory1 & Options ~
Backup (localhost lacaldomain(172.18.1.10})

[E}0 E Off-site Storage

0 ) Copy Job1 2 2023-02-11 23:40:13 Incremental 40MB 14.52MB Local Directory1 4 Options v
=0 £ On-site Storage

10 © Copy Retrieve Job1{Job has been deleted )

[0 @ bk_vm1(VMware vSphere) 3 20230210 23:40:13 Full Backup 1.62GB 924.2TMB Local Directoryl 4 Options v

D@ 2023-02-06 23:40:12(Full Backup)

D@ 2023-02-10 23:40:13(Full Backup)

Backup (localhost lacaldomain(172.18.1.10))

{localhost localdomain(172.18.1.10)

4 2023-02-09 23:40:12 Incremental 40MB 14.09MB Local Directory1 & Options v
Backup {localhost localdomain(172.18.1.10))

5 2023-02-08 23:40:13 Incremental 60MB 23.36MB Local Directory1 & Options v
Backup (localhost localdomain(172.18.1.10))

6 2023-02-07 23:40:13 Incremental 57MB 21.17MB Local Directory1 & Options v
Backup {localhost localdomain(172.18.1.10))

7 2023-02-06 23:40:12 Full Backup 1.6268 924 35MB Local Directory1 & Options +

(localhost lacaldomain(172.18.1.10})

By clicking on Options, you will be able to comment, delete or set retention tag for the restore point.
The tagged restore point(s) will be marked with an F (forever retention tag) and be kept permanently, even the
retention policy will not delete the restore point(s) with an F tag.
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File Copy

Create File Copy Job

To create a file copy job, please go to Physical Backup > Backup Copy > Copy page, then follow the below steps to
create the file copy job.

Step 1: Copy Source

In the Source Type dropdown list, please select File Backup. Then in the Copy Source dropdown list, please select a
backup node on which the file backups are stored.

New Copy Job
1 Copy Source

Source Type File Backup v
Copy Source localnost localdomain(172.18.1.10) v

Backup Job v Copy Source

[E}& ©) File backup job2

f.@ [ Cent0s 7(172.18.19.33) 8 [x]
& @ © File backup job1
@ [ Centos 7(172.18.19.33) g [x]

All the file backup jobs will be listed, please select the jobs/file servers for which you wish to copy the backups.

Step 2: Primary Strategy

For afile copy job, it can be configured as a Copy as Scheduled or Once-off Copy mode. Copy as scheduled is suitable
for the regularly scheduled file backup jobs.

New Copy Job

2 Primary Strategy

Mode Copy as scheduled v

Schedule Daily 0:00:00 Start, No-repeat

Dail Start Time 0:00:00 Q

Repeat
Weekly ’ o

WMonthly

You can set the copy schedule as per the backup job schedule. But the schedules of backup copy job should not be
more frequently than the schedules of backup job.

If you wish the file copy to run regularly as per the backup job runs, please set Copy as Scheduled, otherwise set
Once-off Copy to run the copy job for only once.

As for the schedule of the copy job, it is recommended to run the copy job right after the backup job finishes. For
example, the backup job runs at 11 PM each day, and it takes approximately 2 hours to complete the backup job, so
you can set the copy job to start 3 or 4 hours later than the backup job.

After done the mode settings, click on the Next button to continue.



Notice

If the file copy job mode is copy as scheduled, then the first time running this backup copy job, all the backup data
(restore points) will be copied to the backup copy storage, the next time running this job, only the new backup data
will be copied. This will keep the backup copy data identical with the backup data, but stored in different storages

(or locations).
Step 3: Advanced Strategy

For the Copy Destination, file copy can be stored in the On-site Storage or Off-site Storage. An on-site backup copy
storage is a storage which had been added to local Vinchin Backup Server or local Vinchin Backup Node. An off-site
backup copy storage is a backup storage added to remote site Vinchin Backup Server deployed in another location.
Please select the corresponding storage destination as per your actual deployment and requirements, here we take
off-site storage as an example.

o Copy Source ° Primary Strategy 3 Advanced Strategy

py Destination = Transmission Strategy @i Retention Policy () Speed Controller

o

Destination Off-site Storage v
Off-site Backup Server Off-site Storage1(172.18.24.19) v

Off-site Storage NFS Share1(NFS Share, Capacity 296 64GB, Free Space:7.39G8) v

In the Destination dropdown list, Off-site Storage should be selected.

In the Off-site Backup Server dropdown list, select the target remote Vinchin backup server.

Once the remote Vinchin backup server had been selected, the backup copy storage added on the remote backup
server will be loaded automatically, and if there’re multiple backup copy storages you can select one from the
dropdown list.

For the Transmission Strategy settings users can enable Encrypted Transfer and Compressed Transfer.

o Copy Source e Primary Strategy 3 Advanced Strategy

@ Copy Destination = Transmission Strategy M Retentien Policy € Speed Controller

n—— .
——— I
Encrypted Transfer: the transmission path between Vinchin backup server and the target storage will be
encrypted to secure the data transmission process.
Compressed Transfer: the backup data will be compressed then be transferred to the copy storage, it can reduce
the bandwidth consumption during backup copy process.
For Retention Policy, file copy retention policy is similar with the file backup retention policy, it is used to reserve

backup copy data stored on the backup copy storage.

o Copy Source e Primary Strateg 3 Advanced Strategy

@ Copy Destination = Transmission Strategy i Retention Policy € Speed Controller

Retention Mode * Number of Restore Point: v (1]

Restore Points * 20 PO



There’s only Number of Restore Points retention mode for file copy jobs, Vinchin Backup Server will save the
specified number of restore points for each file server included in the copy job, the older restore points will be
deleted.

For Speed Controller, it’s optional, only if the file copy jobs will bring network or 1/O overload to your production
environment, you can configure the speed controller accordingly.

3 Advanced Strategy

@ Copy Destination = Transmission Strategy i Retention Policy (3 Speed Controller

Limit as scheduled (Daily 20:00:00Start, 23:30°00End), Max Speed 60MB/s [ x]

The speed controller can be configured as a Permanent or As Scheduled policy.
Step 4: Review & Confirm

After completing the above settings, you are able to review and confirm the job settings.
You can optionally customize a job name and then click on Submit button to confirm the creation of this file copy
job.

File Copy Job Management

Once a file copy job had been created, you will be redirected to the Monitor Center > Jobs page.

The job status will be pending, and it should be automatically executed according to the scheduled time. You are
also able to manually run the job by clicking on Options and select Start Job. Or if you want to stop the job, you can
click on Options and select Stop.

After the backup copy job is completed, the backup copy data will be stored in the target backup copy storage. And
if it’s a once-off copy job, the job will be automatically deleted once completed, if it’s a scheduled backup copy job,
the job status will change to pending again and wait for the next run.

File Copy Retrieve

The onsite file copy data can be used to restore files directly without copy retrieve. But for the backup copy data
stored on the off-site backup copy storage cannot be used to restore files directly to primary site, it should be
retrieved to an on-site storage first, then from the Physical Backup > File Backup > Restore page you can create
restore jobs to restore the files.

To create a file copy retrieve job, please go to Physical Backup > Backup Copy > Copy Retrieve page, then follow
the steps below to create a copy retrieve job.

Step 1: Retrieve Source

To retrieve file copy from offsite storage, please first select File Backup in the Source Type dropdown list, then select



an off-site backup copy storage.

New Copy Retrieve Job

1 Retrieve Source

Source Type * File Backup v
Retrieve Source € Al Storages v D) 0ffsite Copy Job v Copy Source
B & © Copy Job2 =] [ x]

@ [ Cent0s 7(172.18.18.33)

Select the desired file server(s) or restore point(s) of the file server(s) then click on Next to continue.

Step 2: Retrieve Destination

Select an on-site storage where you want to save the restored backup copy data.

New Copy Retrieve Job

2 Retrieve Destination

Target Node localhost localdomain(172.18.1.10) v

Target Storage Local Disk1(Local Disk, Capacity :3.72TB. Free Space 3.72TB). Node: localnostlocaldomain(172.18.1.10) v

Either local backup or local (onsite) copy storage can be used to store the retrieved file copy data.

Step 3: Retrieve Strategy

Retrieve strategy including Encrypted Transfer, Compressed Transfer and Speed Controller.

= New Copy Retrieve Job
3 Retrieve Strategy

Advanced Strategy * Transmission Stralegy  Speed Controller

Encrypted Transfer o

Compressed Transfer Py

Encrypted Transfer: The data transmitted from off-site backup copy storage to on-site storage will be encrypted to
ensure the safety of the data transmission.

Compressed Transfer: Enable it to compress the copy data during transmission. The copy data will be
decompressed when it arrives the on-site storage.

Speed Controller: It is optional, only if the copy retrieve jobs will bring network or I/O overload to your production

environment, you need to configure the speed controller accordingly.

Step 4: Review & Confirm

After completing the above settings, you are able to review and confirm the settings.

You can optionally customize a job name and then click on Submit button to confirm the creation of this copy
retrieve job.

After a new copy retrieve job has been created, you will be redirected to the Monitor Center > Jobs page, and you
will immediately see the copy retrieve job run automatically.

Once the copy retrieve job is completed, the job will be automatically deleted from the current job list.



Now you can go to Physical Backup > File Backup > Restore page and create a file restore job with the retrieved file
copy data.

Notice
If needed, you can restore the files on remote site file servers using the backup copy data transferred from the

primary site to the remote site backup copy storage on the off-site Vinchin Backup Server.

File Copy Data

The copy data for file backup can be managed from the Physical Backup > Backup Copy > Copy Data page. No matter
the data is stored in the on-site storage or off-site storage.
The default source type from Copy Data page is File Backup, the file copy data will be listed on this page directly.
Copy Data
& Copy Job List O Restore Point List

Notice
1. Unfold 1

File Backup v
All Storages ~ king on Options > Delete
lecting the restore points and clicking on Delete.
[0 £ Off-site Storage
=0 © copy Job2
B0 [ Centos 7(172.18.18.33)
(
[

2023-02-10 15:27:20 (Full Backup)
2023-02-10 15:51:18 (Full Backup)
C

o0

2023-02-10 10:22:06 (Full Backup)
2023-02-10 23:25:06 (Full Backup)

By unfolding the copy storages and the copy jobs, you are able to view all the copy data. And by selecting
corresponding restore points, you are able to delete the selected copy data with the Delete button on the top left.
In the Restore Point List on the right, by clicking on the Options button, users can comment, delete or set retention
tags for the restore points.

Users can comment on all restore points, no matter full, incremental or differential.

Deletion of restore points can be only performed with the full restore point, but the dependent incremental or
differential restore points will be deleted along with the full restore points.

As for setting retention tags, only full restore points can be set with a forever retention tag, and the full restore point
with a forever retention tag, its dependent incremental or differential restore points will be reserved permanently
along with the full restore point.

Setting retention tags for the onsite copy data can be done directly from the web console of local Vinchin server,
but for the offsite copy data, it needs to be done on the web console of the remote Vinchin server.

Database Copy

To create a database copy job, please go to Physical Backup > Backup Copy > Copy page.

Create Database Copy Job

The principle of creating a database copy job is similar with creating a file copy job, in the Source Type dropdown
list, please select Database Backup, then please follow the instructions of Create File Copy Job to create a database

copy job.



Database Copy Retrieve

The onsite database copy data can be used to restore databases directly without copy retrieve. But for the backup
copy data stored on the off-site backup copy storage cannot be used to restore directly to primary site, it should be
retrieved to an on-site storage first, then from the Physical Backup > Database Backup > Restore page you can
create restore jobs to restore the databases.

To create a database copy retrieve job, please go to Physical Backup > Backup Copy > Copy Retrieve page, then
refer to File Copy Retrieve to create a copy retrieve job.

Database Copy Data

The copy data for database backup can be managed from the Physical Backup > Backup Copy > Copy Data page. No
matter the data is stored in the on-site storage or off-site storage.
Please select Database Backup as the copy data type from the dropdown list to show database copy data.

Copy Data
& Copy Job List 2 Restore Point List
No. Time Point Type Data Size Written Size  Storage Operation
Database Backup e 1 2023-02-14 15:47:51 Log Backup 1MB 49.33KB Local Diractory1
(localhost localdomain(172.18.1.10))
Al Storages ~
2 2023-02-14 15:45:45 Differential 2vB 279.83K8 Local Directory1
EF0 & Onsite Storage Backup (localhostlocaldomain(172.18.110))
i B0 ©) Copy Job2
E}O [ MSSQLSERVER(172.18.22.11) 3 2023-02-14 15:44:30 Full Backup 15MB 267MB Local Directory1
=08 msdb (localhost localdomain(172.18.1.10))
(Y 2023-02-14 15:27:41(Full Backup)
O 2023-02-14 15:44:30(Full Backup) 4 2023-02-14 15:40:42 Log Backup M8 52.29KB Local Directory1
0 B model (localhost localdomain(172.18.1.10))
O & master
() & ReportServerTempDB 5 2023-02-14 15:39:19 Differential 2MB 266 95KB Local Directory 1
: O ©& ReportServer Backup (localhost localdomain(172.18.1.10))
[0 & off-site Storage
E10 © copy Jobt 3 2023-02-14 15:27:41 Full Backup 15MB 267MB Local Directory 1
O [{ MSSQLSERVER(172.18.22.11) (localhost.localdomain(172.18.1.10))

By unfolding the copy storages and the copy jobs, you are able to view all the copy data. And by selecting
corresponding restore points, you are able to delete the selected copy data with the Delete button on the top left.
In the Restore Point List on the right, by clicking on the Options button, users can comment, delete or set retention
tags for the restore points.

Users can comment on all restore points, no matter full, incremental, differential or log backups.

Deletion of restore points can be only performed with the full restore point, but the dependent incremental or
differential restore points will be deleted along with the full restore points.

As for setting retention tags, only full restore points can be set with a forever retention tag, and the full restore point
with a forever retention tag, its dependent incremental, differential or log backup restore points will be reserved
permanently along with the full restore point.

Setting retention tags for the onsite copy data can be done directly from the web console of local Vinchin server,
but for the offsite copy data, it needs to be done on the web console of the remote Vinchin server.

Server Copy

To create a server copy job, please go to Physical Backup > Backup Copy > Copy page.



Create Server Copy Job

The principle of creating a server copy job is similar with creating a file copy job, in the Source Type dropdown list,

please select Server Backup, then please follow the instructions of Create File Copy Job to create a server copy job.

Server Copy Retrieve

The onsite server copy data can be used to restore servers directly without copy retrieve. But for the backup copy
data stored on the off-site backup copy storage cannot be used to restore directly to primary site, it should be
retrieved to an on-site storage first, then from the Physical Backup > Server Backup > Restore page you can create
restore jobs to restore the servers.

To create a server copy retrieve job, please go to Physical Backup > Backup Copy > Copy Retrieve page, then refer
to File Copy Retrieve to create a copy retrieve job.

Server Copy Data

The copy data for server backup can be managed from the Physical Backup > Backup Copy > Copy Data page. No
matter the data is stored in the on-site storage or off-site storage.
Please select Server Backup as the copy data type from the dropdown list to show server copy data.

Copy Data
= Copy Job List © Restore Point List

No.  Time Point Type Data Size Written Size  Storage Partition Info Operation

Server Backup v 1 2023-02-14 15:54:46 Incremental  2.81GB 8.17MB Local Directory sdal{boot)
Backup (localhost localdomain(172.18.1.10))  sdb1(imnt/ns)

Al Storages ~ o
sdc

0 £ off-site Storage centos-root(/)

[0 £ On-site Storage centos-swap([SWAP])
=0 ©) Copy Job4
E}-O [ localhost.localdomain(172.18.19.26)
(.00 2023-02-14 15:45:22 (Full Backup)
(9 2023-02-14 15:54:46 (Incremental Backup) sdct
centos-root(/)

2 2023-02-14 15:45:22 Full Backup 281GB 1.44GB Local Directory1 sdal{/boot)
(localhost localdomain(172.18.1.10))  sdb1{/imnt/nfs)

centos-swap([SWAP])

By unfolding the copy storages and the copy jobs, you are able to view all the copy data. And by selecting
corresponding restore points, you are able to delete the selected copy data with the Delete button on the top left.
In the Restore Point List on the right, by clicking on the Options button, users can comment and set retention tags
for the restore points.

As for setting retention tags, an F tag will be added to the restore point and one the restore point has been tagged,
it will not be deleted by the retention policy.

Setting retention tags for the onsite copy data can be done directly from the web console of local Vinchin server,
but for the offsite copy data, it needs to be done on the web console of the remote Vinchin server.

NAS Copy

To create a NAS copy job, please go to NAS Backup > Backup Copy page.



Create NAS Copy Job

The principle of creating a NAS copy job is similar with creating a file copy job, in the Source Type dropdown list,
please select NAS Backup, then please follow the instructions of Create File Copy Job to create a NAS copy job.

NAS Copy Retrieve

The onsite NAS copy data can be used to restore files directly without copy retrieve. But for the backup copy data
stored on the off-site backup copy storage cannot be used to restore files directly to primary site, it should be
retrieved to an on-site storage first, then from the NAS Backup > Restore page you can create restore jobs to restore
the files.

To create a NAS copy retrieve job, please go to NAS Backup > Backup Copy > Copy Retrieve page, then refer to File

Copy Retrieve to create a copy retrieve job.

NAS Copy Data

The copy data for NAS backup can be managed from the NAS Backup > Backup Copy > Copy Data page. No matter
the data is storage in the on-site storage or off-site storage.

Copy Data
= Copy Job List 9 Restore Point List
No. Time Point Type Data Size Written Size Storage Operation
NAS Backup v 1 2023-02-13 14:28:35 Incremental Backup 0B [il:] Local Directory3
(localhost localdomain(172.18.1.10))
Al Storages v
2 2023-02-13 142528 Full Backup 5.22MB 5.08MB Local Directory3
E10 & On-site Storage (localhost localdomain(172.18.1.10))
30 2 copy Job3
=0 B 172.18.19.26(/mnt/nfs) Page 1 of 1] View 10 ~ records | Total 2 record(s)
O(F) 2023-02-13 14:25:28 (Full Backup)
B0 8 off-site Storage Notice: Once a point is starred, it will be reserved permanently

restore point needs to be starred on the offsite Vinchin server

0 © Copy Job4

By unfolding the copy storages and the copy jobs, you are able to view all the copy data. And by selecting
corresponding restore points, you are able to delete the selected copy data with the Delete button on the top left.
In the Restore Point List on the right, by clicking on the Options button, users can comment, delete or set retention
tags for the restore points.

Users can comment on all restore points, no matter full, incremental or differential.

Deletion of restore points can be only performed with the full restore point, but the dependent incremental or
differential restore points will be deleted along with the full restore points.

As for setting retention tags, only full restore points can be set with a forever retention tag, and the full restore point
with a forever retention tag, its dependent incremental or differential restore points will be reserved permanently
along with the full restore point.

Setting retention tags for the onsite copy data can be done directly from the web console of local Vinchin server,
but for the offsite copy data, it needs to be done on the web console of the remote Vinchin server.



Backup Archive

Here are the preconditions for a Backup Archive job to be completed successfully:
1. A backup archive storage had been added, for more details please refer to Storage Repository.
2. To run a backup archive job, a VM backup job should be completed at first place.

3. Backup Archive is currently not supported with Microsoft Hyper-V.

Create Archive Job

To create a backup archive job, please go to VM Backup > Backup Archive > Archive page, then follow the below
steps to create the backup archive job.

Step 1: Archive Source

To select the backup archive source, first please select the backup node on which the backup data is stored, then
you can select the backup data per Backup Job, Virtual Infrastructure or Restore Points.

/> New Archive Job

Archive Source

Select VM(s) * backupserver.vinchin(192.168.84.100) v

Backup Job v

Backup Job

Virtual Infrastructure

Restore Points
If you select Backup Job, existing backup jobs will be listed, by expanding the backup job you can select the archive
source as per the VMs included in the backup job.
If you select Virtual Platform, the virtual platforms will be listed and you should select corresponding VMs to archive
the backup data of the selected VM.
If the backup job has been deleted or it’s a once-off backup job, you can filter the backup data by selecting Restore
Points.
You can select the archive source either way as per your convenience.

/> New Archive Job

Archive Source

Select VM(s) * backupserver.vinchin(192.168.84.100) v
Backup Job v

B®E !Mware vSphere Backup Test O m
@ LJ centosminimal-84.111

Once the archive source is selected, please click on Next button to continue.

Step 2: Primary Strategy

For Primary Strategy, you can set the backup archive mode, options are Archive as Scheduled and Once-off



Archive. Archive as scheduled is suitable for the regularly scheduled backup jobs.
/> New Archive Job

Archive Source e Primary Strategy 3 Advanced Strategy 4 Review & Confirm

Server Time: 2020-10-21 111328
Mode - Archive as scheduled v
Schedule * ' Every Friday, 0:30:00 Start, Non-repeat

Daily Weekly Every Week v

° Weekly Monday Tuesday Wednesday Thursday
Friday Saturday Sunday
Vionthly
Start Time 0:30:00 (o]

You can set the archive schedule on daily, weekly or monthly basis. Each time of the backup archive job will
archive the latest backup restore point to the backup archive storage (native/cloud object storage).

Once-off archive can be used to archive the backup data for only once, when the archive source is selected with
restore points, the backup archive mode will be once-off archive by default. And you can only set an individual
running time point for the backup archive job.

/> New Archive Job
Archive Source o Primary Strategy 3 Advanced Strategy 4 Review & Confirm

‘Server Time: 2020-10-21 11:23:42

Start Time = x

After done the primary strategy settings, click on the Next button to continue.

Notice

The backup archive job will archive the latest restore point, even if the backup job you selected which has multiple
restore points, when the archive job run for the first time the latest restore point will be archived.

If the latest restore point is an incremental backup or differential backup, Vinchin Backup Server will merge this
restore point with other dependent restore point(s) to a new full backup restore point and archive to the backup
archive storage.

Each of the further archive jobs will always archive a latest full backup restore point to the backup archive storage.

Step 3: Advanced Strategy

For the Archive Destination, VM backup archive can be stored in the On-site archive storage or cloud archive storage.
An On-site backup archive storage is a storage which had been added to Vinchin Backup Server or Vinchin Backup
Node locally. A cloud backup archive storage can be AWS S3, Ceph S3, MS Azure Blob, Alibaba, Wasabi cloud storage,
etc.

Please select the corresponding storage destination as per your actual deployment and requirements, here we take
Ceph S3 object storage as an example.



A New Archive Job

Archive Source Primary Strategy Advanced Strategy

@ Archive Destination = [}
Destination Cloud Object Storage A
Cloud Object Storage Ceph_S3(Cloud Object Storage) A

In the Destination field, Cloud Object Storage should be selected.
In the Cloud Object Storage field, the cloud storages added to Vinchin Backup Server will be available for selecting.

Under the Transmission Strategy tab, you can enable Encrypted Transfer option.

A New Archive Job
Archive Source Primary Strategy Advanced Strategy

@ Arcl = Transmission Strategy i

Encrypted Transmission ﬂ

Encrypted Transfer: the transmission path between Vinchin backup server and the archive storage will be encrypted

to secure the data transmission process.

The Retention Policy of the backup archive job can be configured per the number of restore points.

/> New Archive Job
Archive Source Primary Strategy Advanced Strategy
® = il Retention Policy
Retention Mode = MNumber of Res v
Restore Points * 30 ~ v

For example, if the number of restore points is configured as 30, there will always be 30 full backup restore points

stored in the backup archive storage.

The speed controller settings are optional, only if the backup archive jobs will bring network or 1/0 overload to your

production environment, you need to configure the speed controller accordingly.

Step 4: Review & Confirm

After completing the above settings, you are able to review and confirm the settings.
You can optionally customize a job name and then click on Submit button to confirm the creation of this backup

archive job.

Archive Job Management

Once a backup archive job had been created, you will be redirected to the Monitor Center > Jobs page.



@ Current Jobs "D History Jobs 2 vM Backup [ File Backup [ Backup Copy/Archive

Search by job name LLETC M Q Advanced search

Job Name v Job Type Target storage Target Node Next Run Status  Duration Speed Progress  Operation
Archive Job Archive Ceph_53 hsrvB5.vinchin(192.168 64 77)  2021-12-31 23.00.00 — -
Page < 1 > of 1| View 10~ records|Total 1 record(s)

The job status will be pending, and it should be automatically executed according to the scheduled time. You are
also able to manually run the job by clicking on Options and select Start Job. Or if you want to stop the job, you can
click on Options and select Stop.

After the backup archive job is completed, the backup archive data will be stored in the target backup archive storage.
And if it’s a once-off backup archive job, the job will be automatically deleted once completed, if it’s a scheduled
backup archive job, the job status will change to pending again and wait for the next run.
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Archive Retrieve

Backup archive data stored on the cloud storage cannot be used to restore virtual machine directly, it should be
retrieved to an on-site storage first, then from the VM Backup > Restore page you can create a VM restore job to
restore the virtual machine.

To create an archive retrieve job, please go to VM Backup > Backup Archive > Archive Retrieve page, then follow

the steps below to create an archive retrieve job.

Step 1: Retrieve Source

Select a cloud storage which stores your archive data, and then select the restore point(s).
New Archive Retrieve Job
1 Retrieve Source

Retrieve Source € All Cloud Storages v B cloud Archive Job v Selected VM(s)

]
[ x]

[E1-5) Archive Job1l
[ (5 172.18.2. 1(VMware vSphere})
 @bk_vm1

Click on Next to continue.

Notice
As the archive data stored on the on-site archive storage can be used to restore virtual machines directly, so you

don’t have to restore the on-site archive data.

Step 2: Retrieve Destination

Select an on-site storage where you want to save the retrieved archive data.
New Archive Retrieve Job
2 Retfrieve Destination

Target Node localhost localdomain(172.18.1.10) v

Target Storage Local Disk1(Local Disk, Capacity :3.72TB, Free Space:3.72TB), Node: localhost localdomain(172.18.1.10) v

Step 3: Retrieve Strategy

Retrieve strategy settings including Encrypted Transfer and Speed Controller.
New Archive Retrieve Job
3 Retrieve Strategy
Advanced Strategy * Transmission Strategy  Speed Controller

Encrypted Transfer o

Encrypted Transfer: the transmission path between Vinchin backup server and the cloud object storage will be

encrypted to secure the data transmission during archive retrieve process.



Speed Controller: The speed controller settings are optional, only if the archive retrieve job will bring network or
I/O overload to your production environment, you need to configure the speed controller accordingly.

Step 4: Review & Confirm

After completing the above settings, you are able to review and confirm the settings.

You can optionally customize a job name and then click on Submit button to confirm the creation of this archive
restore job.

After a new archive retrieve job has been created, you will be redirected to the Monitor Center > Jobs page, and
you will immediately see the archive retrieve job run automatically.

$) Backup Copy/Archive

Search

Job Name v Job Type Target storage Target Node Next Run Status Duration Speed Progress Operation

Archive Restore  Local Disk1 hsrv65.vinchin{192.168.64.77) — 00:00:14 2.89MB/s 1.43%

Once the archive retrieve job is completed, the job will be automatically deleted from the current job list.
Now you can go to VM Backup > Restore page and create a VM restore job with the retrieved VM archive data.



Archive Data

All archive data can be managed from the VM Backup > Backup Archive > Archive Data page. No matter the data is
storage in the on-site storage or cloud object storage.

= Archive Data
= Archive Job List © Restore Point List
SReee Notice
All Cloud Storages v 1. Unfold the backup archive storage(s) on the left to view all backup archive jobs)

2. Unfold the backup archive job(s) to view all archive da

oints) generated by this job.

510 & cloud object Storage 3. Select one restore point or a job

d click on Delete to delete one restore point or all the restore points of this job
D) Archive Jobt 4. Select a backup archive storage and click on Delete to delete all archived restore points from this storage

-site Storage
D) Archive Job2

By unfolding the archive storages or the archive jobs, you are able to view all the archive data. And by selecting
corresponding restore points, archive job or the archive storage, you are able to delete the selected archive data.
By clicking on a virtual machine, you'll be able to see all the archive restore points of the virtual machine.

& Archive Data

= Archive Job List © Restore Point List
@ Delete : .
No. Time Point v Type Data Size Written Size Storage Operation
All Cloud Storages v 1 2023-02-17 09:51:44 Full Backup 16268 924.08MB Local Directory2
5105 Cloud ot st (localnost localdomain(172.18.1.10))
£ Clou ject Storage &£ Comment
0 © Archive Job1 Page 1 of 11 View 10 v oreco
-0 £ On-site Storage [l Delete

30 © Archive Job2
£ O @bk_vm1(VMware vSphere)
-0(3) 2023-02-17 09:51:44(Full Backup)

Notice: Once a restore point has been starred, it will be reserved permanently. 7 Set Retention Tag

By clicking on Options, you will be able to comment, delete and set retention tag for the archive restore point.
Comment and delete archive restore point options are supported with both onsite and cloud archives.

Set retention tag is only supported with the onsite archives. Once an archive restore point had been tagged, it will
be marked with an F tag.

= Archive Data
=1 Archive Job List 9 Restore Point List

10 Delete

No. Time Point v Type Data Size Written Size storage Operation

All Cloud Storages v 1 2023-02-17 09:51:44 Full Backup 1.6268 924.08MB Local Directory2

10 & cloud objec = (localhost localdomain(172.18.1.10))
oud Object Storage
@ Archive Job1 Page 1 of 1] View 10w records|Total 1 record(s)

ive Job2

Notice: Once a restore point has been starred, it will be reserved permanently.
(VMware vSphere)

-0 (5 2023-02-17 09:51:44(Full Backup)

This archive restore point will be kept in the archive storage permanently until the F tag has been removed by user.



Backup Verification

Backup Verification in Vinchin Backup & Recovery allows users to easily set up a verification lab on VMware virtual
platform for the verification of VMware backup data validity.

With the verification lab an isolated environment will be prepared on the VMware virtual platform to automatically
(or manually) run verification jobs with the VMware VM backups, verification reports will also be generated and
sent to users via email to show the verification results (no reports generated for manual verification jobs).

Create Verification Lab

Before creating a verification job, a verification lab needs to be created on the VMware virtual platform. Creating a

verification lab involves creating the following items on the VMware virtual platform.

e A VM folder: used to place the gateway proxy and verification VMs

e Anisolated virtual network: used to test the verification VM network connectivity without interfering with the
production network.

e A gateway proxy: used to test the verification VM network connectivity. The gateway proxy is a lightweight
Linux VM which will only be powered on when running verification jobs.

To create a verification lab, please go to Backup Verification > Verification Lab page.

Step 1: Basic Info

In the Verification Lab Name field, enter a name for identification. This name will also be applied to the gateway

proxy, resource pool, VM folder and virtual switch.

Step 2: Target Host

In the Target Host list, please select an ESXi host to deploy the gateway proxy.

E) New Verification Lab
2 Target Host

Target Host * [} (7 vsphere7(172.18.2.1)
O [ 172.18.1.102
0 B 172.18.1.101
® [ 172.18.1.103

Please select the host to run verification lab. The host can be independent or @ host in the cluster.
Gateway Proxy Configuration

Gateway Proxy  \ab Proxy

Storage * FC_PRD(VMFS, Capacity ‘10TB, Free Space'9.37T8) - i}
Production Network = VM Network v o
P Address * 172.18.19.101
Subnet Mask = 2552551920
Default Gateway * 172.18.0.1

In the Storage dropdown list, select a datastore on which the proxy VM virtual disks will be stored.
In the Production Network dropdown list, select a virtual network through which the gateway proxy can



communicate with Vinchin backup server.
In the IP Address, Subnet Mask and Default Gateway fields, please configure the IP address of the gateway proxy
for being able to communicate with Vinchin backup server.

Step 3: Isolated Network

In the Production Network dropdown list, please select the virtual network(s) on which you run the production
VMs.

E) New Verification Lab
3 Isolated network

Production Network VM Network

elected production network and configure isolated network accordingly.

(i ]

Click on the virtual network to specify its subnet mask and default gateway for Vinchin backup server to
automatically generate an isolated network.

Options. Production Network Isolated Network
Network Name VM Network VM Network isolate
Subnet Mask 255.255.192.0

Default Gateway 172.18.0.1

Once completed specifying the production network info, click on the Auto Generate Isolated Network button to
automatically generate an isolated network for verification of the VM backups.

Options. Production Network Isolated Network
Network Name VM Network VM Network isolate
Subnet Mask 255.255192.0 255.255.192.0
Default Gateway 172.18.0.1 17218641

If modification is required with the isolated network, users can modify the network name, subnet mask and default
gateway before proceed.

Step 4: Review & Confirm

After completing the above-mentioned settings, you are able to review and confirm all the settings of the
verification lab to be deployed. By clicking on Submit to confirm deploying the verification lab.

When a verification lab is being deployed, it will be in “Deploying(xx%)” state. Once deployment is completed, the
status will change to “Deployed”, and users now can run verification jobs with this verification lab.



Create Verification Job

Before creating a verification job, please make sure you had created a verification lab already, if you haven’t done
this yet, please refer to Create Verification Lab to first create a verification lab.
To create a backup verification job please go to Backup Verification > Verification page.

Step 1: Verification Source

In this screen, the verification method and data source for verification need to be specified.

New Verification Job
1 Verification Source

Verification Methad Automatic Verification v 6
Select Node localhost localdomain(172.18.1.10) v

Select Data Source Verity by job v VM List

= (5 YMware vSphere ok_vm
E} & ©) VMware vSphere Backup2
@ bk_vm1

In the Verification Method dropdown list, please select between Automatic Verification and Manual Verification.
If automatic, the VM backups will be verified automatically right after the job is created or on a time schedule basis.
If manual, the VM backups will be used to run the VM in the verification lab, and users will be required to verify the
VM manually from VMware virtual platform.

In the Select Node dropdown list, select a backup node on which the backups are stored.

In the Select Data Source dropdown list, select between Verify by job or Verify by VM. If by job, a VMware backup
job needs to be selected and all VMs in this job will be verified. If by VM, users could select specific VM(s) in the

backup job to be verified.
In the VM List, by expanding a VM, users can configure the VM configurations and verification options.

General Advanced
bk_vim1
QOriginal v
Original ~
Original v GB v

Under the General tab, users can optionally customize the number of CPUs, cores per CPU socket and the RAM size
of the VM to be verified.
Under the Advanced tab, users can configure the verification options. These options are necessary when running

automatic verification jobs, if manual verification job, the advanced tab will not show up.

General Advanced
i ]
L]
e
i
180 (1]

To verify the validity of the VM backups, the verification options including Ping test, Heartbeat test and Screenshot



capturing.

In the VM IP field, please specify the IP of the VM if VMware Tools is not installed. If it has VMware Tools installed,
then Vinchin backup server can obtain the VM IP and this field can be left blank.

In the Verification Time field, it defines the verification time of this VM after it’s powered on. The verification

operations will be done within the given time (in seconds). After that the verification will timeout.

Step 2: Verification Lab

In this screen, please select a verification lab from the Select Verification Lab dropdown list.

Step 3: Verification Strategy

For a Manual Verification job, the default schedule is Verify Now, which means the verification will start after the
job is created.

For an Automatic Verification job, the Verification Method can be configured between Verify Now and Verify as
Scheduled.

If verify now, the verification will start right after the job is created, once done, the verification job status will be
changed to pending, it will not run again until users manually start it when needed.

If verify as scheduled, users have to configure the time schedule of running the verification regularly on daily, weekly
or monthly basis.

19 Schedule
Verification Method Verity as Scheduled v

Schedule ~

Weekly Monday Tuesday Wednesday
Daily Veskly ¥

Thursday Friday Saturday
Veekly Sunday
IMonthly Start Time 23:00:00 o

If running the verification job regularly on daily, weekly or monthly basis, the latest restore point of the VM(s) will
be verified.

Step 4: Review & Confirm

After completing the above-mentioned settings, you are able to review and confirm all the settings of the
verification job to be created. By clicking on Submit to confirm creating the verification job.



Verification Job Management

Once a verification job is created, you’ll be redirected to the Monitor Center > Jobs page.
For a manual verification job, once the job is created it will run automatically.

Job Name Module Job Type Create Time Status Speed Progress Creator Operation

Verification Job2 VMware vSphere Verification 2023-02-20 11:58:25 - 100% admin

When you see the job progress reaches 100%, which means the VM backups included in this job had been all
powered on from the verification lab and ready to be verified manually. By clicking on the verification job name you

can view more details of this job.

Verification Job Details Summary [ Strategy 83 Advanced
Job Name Verification Job3
Job Type Verification[ViMware vSphere]
Job Status

VM Start Time 2023-02-20 15:37:16
Duration 00:07:52
Manage:
Pending: — Gateway Proxy: V-lab Proxy(172.18.19.10 Completed:
Verifying: mariad
List
No. VM Name Ping Heartbeat Test Screenshot Status
1 mariadb10.5-31 Running
2 pos-14-34 Running

Then you can open VMware vCenter web console to check the VM running state and manually perform the VM
verification operations. Once done, you can manually stop this job to complete the verification process.

For an automatic verification job, if it’s configured as verify now, then after the job is created it will start verification
automatically. If it’s configured as verify as scheduled, then after the job is created it will be pending. Users can
manually start or stop the job from running.

When running an automatic verification job, by default, each VM included in this job will be powered on for

verification for 180 seconds.

Verification Job Details Summar {7 Strategy 92 Advanced
Job Name Verification Job2
Job Type Verification[ViMware vSphere]
Job Status
VM Start Time 2023-02-20 16:36:08
Duration 000504
Manage
Pending: — Gateway Proxy: V-1ab Proxy(172.18.19.10 Completed: mysql8-33

Verifying: po

No. VM Name Ping Heartbeat Test Screenshot Status
1 mysqlg-33 Finish
2 pgs-14-34 Running

When verification is completed for all the VMs, verification reports will be generated for each of the VMs and can

be found by clicking on the History Jobs tab.



Summar (5 Strategy 88 Advanced
Job Name Verification Job2
Job Type Verification[Viware vSphere]
Job Status

VM Start Time:
Duration
Manage:
Pending: — Gateway Proxy: V-lab Proxy(172 18 19.10
Histo
No. Job Type Status Start Time End Time Detail
1 Verification 2023-02-20 16:36:09 2023-02-20 16:44:18 rification Reg
Page 1 of 1] View 10 « records| Total 1 record(s)

By clicking on Verification Report of the history job, users can view the detailed reports of the verification job.

Reports
Job Status success Start Time 2023-02-20 16:36:09
Number of VMs: 2 End Time: 2023-02-20 16:44:18

Successful VMs: 2 Verification Time:  00:08:09

VM List
VM . "
Status | Start Time End Time Ping |Heartbeat Screenshot

Name

mysql8- . 2023-02-20 2023-02-20 . .

33 Finish 16:36:09 16:39:48 Finish | Finish Finish
pgs-14- . 2023-02-20 2023-02-20 . .

34 Finish 16:39:54 16:43:32 Finish | Finish Finish
Screenshots

Cancel

The verification reports can be downloaded to user’s local desktop by clicking on the Download Report button. And
can be sent to the user’s mailbox by clicking on the Send by email button.
If the verification job is configured to run regularly on daily, weekly or monthly basis, users can also configure Vinchin

Backup & Recovery to send the verification reports automatically by email, for more information of how to send the
verification reports, please refer to Notifications.



Resources

Virtual Infrastructure

Virtual Platform

After adding the virtual infrastructures, you can find and manage them on the Resources > Virtual Infrastructure

page.

€ Virtual Infrastructure List
Search

No. IP Address Name Platform Version Username Last Sync v Status Operation
1 CitrixHypervisor Citrix XenServer/Citrix 8.2.0 root 2021-12-31 14:08:15

Hypervisor
2 vSphere? VMware vSphere 702 administrator@vsphere.local  2021-12-31 13:14:06
3 oVirtd 4 9 Red Hat 44951el8 admin@internal 2021-12-3113:13:52

Virtualization(RHV)/oVirt
4 SangforHCI Sangfor HCI 6.3.0_R1 admin 2021-12-30 16:34:01

Page 1 of 1| View 10 ~ records | Total 4 record(s)

Select a virtual infrastructure and click on the Edit button to edit the connection settings of the virtual infrastructure,
or click on the Delete button to delete the virtual infrastructure from Vinchin Backup Server. The virtual
infrastructure cannot be deleted when itisincluded in a running job. You must delete the running job before deleting
the virtual infrastructure.

If your virtual infrastructure is RHV, oVirt or OLVM, and if you had enabled engine backup, the backup data can be
managed by clicking on the Engine Backup Data button.

iE List of Engine Backups

No. IP Address Name Platform Backup Time ., Size Node Storage Manage
1 192.168.66.57 192.168.66.57 Redhat RHV/oVirt 2020-10-18 41MB localhost.localdomain Backup Disk1
19:13:00
2 192.168.66.57 192.168.66.57 Redhat RHV/oVirt 2020-10-17 4.06MB localhost localdomain Backup Disk1
19:13:00
3 192.168.66.57 192.168.66.57 Redhat RHV/oVirt 2020-10-16 4.07MB localhost.localdomain Backup Disk1

19:13:00

The engine backup data can be downloaded from Vinchin Backup Server, then to be uploaded to the engine host of
the Red Hat RHV, oVirt or OLVM to restore the engine host configurations.

For the VM creation/deletion or any other updates of the VMs on your virtual infrastructure, you can rely on the
Auto Refresh of the virtual infrastructures or you can manually perform the refresh. Click on the Auto Refresh
button, you can set the auto-refresh time (default 60 minutes, minimum 5 minutes). And in the virtual infrastructure
list, you can click on the Sycn button to manually refresh the corresponding virtual infrastructure.

From the virtual infrastructure list, you can also change the authorization status of the hosts in the virtual
infrastructure by clicking on the Auth button, for more details, please refer to Add Virtual Infrastructure.

By clicking on the IP address of a virtual infrastructure, you can check the virtual machines on this virtual platform.



£ Virtual Infrastructure List

& Virtual Infrastructure List = Virtual Machine

3 Hosts & Clusters v +Add to existing job

S No. VM Name 4 status Operation

| [} vSphere7(192.168.124.10) Refre 1 122.10 - zentao -] ns v
(- [ Datacenter

@ Red Hat Virtualization(RHV)/oVirt 2 12220 - web [Poveron £ Options v

& Sangfor HCI

e

) 122.250 - email

4 centosBseafile Poweron

Hl
@
<

3

Hl
@
<

5 centosbk1

6 + centosbk2

[vd

3
@
<

e

Hl
@
<

7 Hyper_v_2016_12440

8 J_10_mysqle.0.20 Poweron

HHHHHHHHHE

3
@
<

Hl
@
<

] J_t1_postiix

G
@
<

10 J_121_11_V2am

[vd

Page <« 1 > of7|View 10 ~ records|Total 63 record(s)

By selecting the VMs from the virtual machine list and click on the Add to existing job button, you can add the
selected VMs to an existing backup job. Or you can add a single VM to an existing backup job by clicking on the
Options button then select Add to existing job.

And by clicking on the Options button, you’ll have options to suspend or power off a VM in Poweron status, or if
the VM is in Poweroff status, you’ll have option to power it on.

Cloud Platform

On the Resources > Virtual Infrastructure > Cloud Platform page, users can add and manage the OpenStack cloud
platform. For more information about how to add OpenStack cloud platform, please refer to OpenStack.

LAN-Free

Vinchin Backup & Recovery supports Fibre Channel, iSCSI and NFS for LAN-free backup and restore through the SAN

(Storage Area Network).

If you want to implement LAN-free backup and restore, Vinchin Backup Server needs to meet the following

requirements:

® Vinchin Backup Server is installed on a dedicated physical server.

e For fibre channel SAN, the physical server needs a fibre channel HBA (Host Bus Adaptor) interface card to be
able to connect to the fibre channel SAN via the FC switch.

® For iSCSI and NFS (IP SAN), the physical server needs an extra NIC to be able to connect to the storage area
network via the storage network switch.

® LAN-Free path needs to be configured.

To add LAN-Free path, please follow the instructions below.

Notice

1. LAN-Free backup and restore is not supported with Microsoft Hyper-V and Sangfor HCI in Vinchin Backup &

Recovery version v6.5.

2. The following instructions are for reference only, as the LUN mapping varies from different storage servers.



Fibre Channel

From Vinchin Backup Server web interface, on the Resources > LAN-Free page, click on Add button to add a fibre
channel storage, in the Storage Type field, please select Fibre Channel.

(# LAN-Free Path Settings

Node IP/Domain * localhost.localdomain(192.168.64.132) A

Production storage will be mounted to the selected backup node.

Storage Type * Fibre Channel v

Select a type for the Storage.

Fibre Channel

No. Channel 4 wwnn wwpn Speed Status
1 hostl 2000-00-1b:32:81-6e:f1 21:00:00:1b:32:81 e f1 4 Gbit

Map the target FC LUN to the corresponding WWN

Now Vinchin Backup Server will detect the fibre channel and the wwpn of the HBA interface card, use these
information to map the LUN of the production storage to Vinchin Backup Server from the storage server

management interface.

[A -
Partitio Lati

6 Partition Information ’c:apacw
FC for 214 Size: 25718 Total Capacity. 257TB
D 1F36115D1F3F698F
h Status: @& The volume has been mounted. I Used Space: 2.5 TB (100%)
L Map: Yes .
L M Free Space: 0 ME (0%)
Detail Information

[2) LUN Mapping Information
Channel Host 1D Assignment

Channel 7 | 2100001832810539(64.214) | Slot A

Channel 7 2100001B32816EF1 Slot A

The Host ID marked with blue belongs to the production host, the Host ID marked with red belongs to Vinchin
Backup Server, which means the same LUN had been mapped to both of them.
Add the fibre channel again, Vinchin Backup Server will recognize the LUN which is mapped to it, and the storage

will be able to be added to Vinchin Backup Server as LAN-Free path.

(& LAN-Free Path Settings

Node IP/Domain = localhost.localdomain(192.168.64.132) v

Production storage will be mounied fo the selected backup node.

Storage Type * Fibre Channel v

Select a type for the Storage

Fibre Channe!

No. Channel A wwnn wwpn Speed Status
1 host0 20:00:00:1b:32:81:6e:f1 21:00:00:1b:32:81:6e:f1 4 Gbit

Map the target FC LUN to the corresponding WWN.

Storage Resource * Name 4 Type Capacity

v Idevisdc Fibre Channel 10 7B

Select a production storage as LAN-Free path. All the original data on this storage will not be changed

Name Fibre Channell

Type a name for the storage.
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Select the production storage and click OK to add it to the LAN-Free Path List.

iSCSI
From Vinchin Backup Server web interface, on the Resources > LAN-Free page, click on Add button to add an iSCSI
storage, in the Storage Type field, please select iSCSI.

(&' LAN-Free Path Settings

Node IP/Domain * localhost.local(192.168.84.190)

<

The storage will be mounted to the selected backup node

<

Storage Type * isCsl

Select one of the Storage types

iSCSI Name * iqn.1994-05.com redhat 347bfa6bc2c7(101.42)

Please use the IQN to map the LUN of the production storage to the backup server from the storage server
management interface.

6 Partition Information ’capacity
ISCSI for 214 ize: .
€= ANES Total Capacity: 200 GB
ID! 2F3790842B45FD3C
t‘ Status: & The volume has been mounted Used Space: 200 GB (100%)
-_ e e W Free Space: 0 MB (0%)
Detail Information
[FZ] LUN Mapping Information
Channel Host ID Assignment
Channel 0 |iqn.1998-01 com.vmware:5875f510-6cch-617 c-adfa-0ccd 7ach2262-2f3caff0(64. | Slot A -
Channel 0 qun,1994-05 com.redhat 347bf96bc2c7(101.42) | Slot A

The Host ID marked with blue belongs to the production host, the Host ID marked with red belongs to Vinchin
Backup Server, which means the same LUN had been mapped to both of them.

After this, add the iSCSI storage again, and input the storage server IP address in the iSCSI Server field and click on
Scan Target button to scan the target storage.

The system will discover the production LUN storage which is mapped to Vinchin backup server, and the storage will
be able to be added to Vinchin Backup Server as LAN-Free path.

iSCSI Server * 192.168.64.43 v 3260

Enter IP address of the iSCSI server. Please make Port
sure the network between the backup node and the

iSCSI server is connected. If multiple paths exist, you

can ADD AN ADDRESS

Scan Target

Target LUN = Name ~ ign Type Capacity

v Idevisdc ign.2002-10.com.infortrend:raid.uid335812.101 iSCSI 100GB

If there is partition in your storage resource, and you want to save the partition data, please select “Partition” from the Storage Type

Select the production storage and click OK to add it to the LAN-Free Path List.
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NFS Storage

If the production system uses NFS shared storage as the production storage, the NFS storage can be added to Vinchin
Backup Server as LAN-Free path.

From Vinchin Backup Server web interface, on the Resources > LAN-Free page, click on Add button to add an iSCSI
storage, in the Storage Type field, please select NFS.

(2’ LAN-Free Path Settings

Node IP/Domain * backupserver.vinchin(192.168.84.100) ~
The storage will be mounted to the selected backup node.
Storage Type * NFS ~
Select one of the Storage types
Shared Folder * 192 168 .67 9:/root/nfs vl

NFS shared folder, e.g. 192.168.1.10:/path/directory config the mount params

In the Shared Folder field, simply type in the path of the NFS production storage to add it to Vinchin Backup Server
as LAN-Free path.

After adding the LAN-Free path, while creating a backup/restore job, the transmission strategy should select SAN
(LAN-Free).

Warning

The production storage which has been mapped to the Vinchin backup server as LAN-free path should NOT be added
as a backup storage! Adding a LAN-free path as a backup storage will cause the production storage been formatted,
all the production data will be erased.
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Backup Proxy

Vinchin Backup Proxy is an optional component for backup VMware vSphere virtual infrastructure, and it needs to
be installed on the ESXi server as a VM. If you are using other virtual platforms, please just skip this part.

If Vinchin Backup Server is installed on the ESXi server as a VM, then a Backup Proxy is not needed. To add a Backup
Proxy to Vinchin Backup Server, please go to Resources > Virtual Infrastructure > Backup Proxy page and click on
the Add button to add the Backup Proxy.

(2 Add Proxy

IP/Domain * 192.168.84.102

Proxy IP address or demain

Name VmMproxy

Give a name for this Proxy

Port * 22790

In the IP/Domain field, please enter the IP address of the Backup Proxy.

In the Name field, you can optionally define a customized name for the Backup Proxy.

In the Port field, the default port number should not be modified.

When done the above settings, click on OK button to add the Backup Proxy to the Backup Server.

& Proxy

No. Name IP/Domain Port Status v Create Time Creator

1 vmproxy 192.168.84.102 22790 2020-09-17 17:22:37 admin

By selecting the Proxy and clicking on the Edit button, you are able to edit the Proxy settings.

@ Edit Proxy

IP/Domain * 192 168.84.102

Proxy IP address or domain

DNS Entries * 127.0.01 localhost localhost localdomain localhost4
localhost4 localdomain4
o localhost localhost localdemain localhoste
localhost6 localdomain6
192.168.64.21 host.21.com
192 168.64.22 host 22 com
192 168.64.23 host. 23 com

The IP address and the hostname should
entry should be kept on an individual line.

Format: IP hostnam
least one space.

Name vmproxy

Give a name for this Proxy

Port * 22790

Proxy port number

Process management service listening port * 22780

Process management service listening port

Process service port range * 50000 ~ 60000

The DNS Entries should be synchronized from the Backup Server if DNS settings had been configured on the DNS
Sync option is enabled on the Backup Server. Otherwise, you can configure the DNS settings manually here.

And usually the port number settings should not be changed.



Agents

For agent management, please refer to Preparation for Physical Backup.

NAS Shares

For NAS share management, please refer to Preparation for NAS Backup.

Storage

For Storage management, please refer to Storage Repository.

Backup Node

If you had deployed Vinchin Backup Node, the Backup Node can be managed on the Resources > Backup Node page.
Backup Node List
No. Node Name IP Address Version Add Time Deploy Status Node Status

1 localhost localdomain(Slave Node) 172181915 7.0.024923 2023-02-17 20-24:00

2 localhost localdomain(Master Node) 17218110 7.0.0.24985 2023-02-16 14:47:30

The connection of a Backup Node to the Backup Server is configured during the installation process of the Backup
Node, for more details please refer to the Installation Guide of Vinchin Products.

The Node Name is as per the hostname you configured during the installation, if you want to modify the Node name,
please select the node and click on the Edit button.

To delete a Backup Node from Vinchin Backup Server (the server node cannot be deleted), please make sure there’s
no storage added on the backup node which is in use by any backup job. Otherwise please delete the jobs and then
delete the storage added to this backup node. After this you can power off the backup node and its status will
change to offline, you can delete it when it’s offline.

For the Network Map configurations, it’s used when deploying Vinchin on the Internet.

3 Networks
IP Address Name Type Port Number Priority
There’s a default record please do not delete it.
If Vinchin backup server is deployed behind NAT but requires backing up workloads over Internet, a network map
needs to be added here. Please contact Vinchin support team for help on configuring network map.



Strategy Templates

Strategy templates for VM backup jobs can be pre-configured from Resources > Strategy page. When users creating
new VM backup jobs, the strategy templates can be used to reduce the work of setting up various common settings.

Click on the Add button to add a new strategy template.

(& Add Template

Template Name = Template1

Strategy template name

Description
Description of this strategy template
Template Type VI Backup h
Choose to create a VM backup strategy template or a VM restore
strategy template
Schedule

Speed Controller
Data Storage Policy
Retention Policy

Advanced Strategy

In the Group Name field, you can define a name for this template, and in the Description field you can optionally
add some descriptions of this template.

For the Schedule, Speed Controller, Data Storage Policy, Retention Policy and Advanced Strategy, you can
optionally enable and configure some of those settings in this template, the settings which are not enabled and
configured in this template, when you creating a backup job and select this template, those un-configured settings

will be given with system default settings.



System

System Settings

Network Settings

IP Address

The network profile of Vinchin Backup Server should be well configured during the installation process. If
modifications are required, you can do it from System > System Settings > Network Settings page.

@ IPAddress 13 Local DNS Lookup ¢y Link Aggregation

Backup Node = localhost. localdomain(192.168.121.8 10,101 ~

Select a backup node to configure its network profiles.

Network Interface * ens192 v (1]

Fleaze select a network interface to configure its network
profiles.

IP Address 192.168.121.8

Please enter a valid IP address for this interface, e g,
192.168.1.168

Subnet Mask 255.255.192.0

Flease enter the valid subnet mask, e.g., 255.255.255.0

Default Gateway 192 168 641

Please enter the valid gateway IF, e.g., 192.168.1.1

DNS Server(s) 5888

Fleaze enter valid DNS server IF, for multiple DNS servers,
separate the IPs with comma, e.g., 192.168.1.1,192.168.1.2

From the Backup Node dropdown list, you can select a backup node to modify its network profiles.

From the Network Interface dropdown list, you can select a network interface to set its network profiles.

And the below settings including IP address, subnet mask, default gateway and DNS server.

Warning

1. If the IP address of the backup server had been changed, please type in the new IP address in the browser address
bar to reopen the backup server web console.

2. Please DO NOT change the IP address of Vinchin Backup Server unless it’s really necessary! After changing the IP
address of backup server will result in disconnection of the backup node and the backup plugins, please change the
listening IP of the backup node and the backup plugins accordingly.
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Local DNS Lookup

If an ESXi host was added to the vCenter via its domain name, then this ESXi host’s corresponding domain name
needs to be configured in the Vinchin backup server, so that Vinchin backup server will be able to communicate
with the ESXi hosts. Otherwise, the VM backup jobs will fail.

¥ IPAddress 43 Local DNS Lookup

Backup Node *

DNS Entries *

Sync Settings

g Link Aggregation

localnost.localdomain(192.168.121.8 10.10.1 «

Flease select a backup node fo sefup local DNS lookup.

192.168.64.21 host21.com
192.168.64.22 host22.com
192.168.64.23 host23.com

Format: IP_address host_name
The IP address and the host name should be separated by
at least one space. Each entry should be an individual line.

Enable to synchronize the local DNS lookup settings to all
backup nodes.

Cancel

First fill in the IP address of the ESXi host and its domain name separated with a space. If there are multiple ESXi

hosts, please fill in the DNS records in different lines. After this please click OK to save.
If you have deployed backup node(s) to Vinchin Backup Server, please enable DNS Sync option, so you don’t have

to configure DNS settings for each node separately.
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Link Aggregation

Link aggregation is the combining (aggregating) of multiple network connections in parallel by any of several
methods, in order to increase network throughput or provide redundancy of the network links.

Link aggregation is optional, if you want to setup link aggregation group, your Vinchin backup server or node must
have multiple network interfaces available.

In Backup Node dropdown list, you should select a node on which you wish to setup link aggregation.

Backup Node * localhost.localdomain(192.168.123.18) v

Select a backup node to setup link aggregation.

Aggregation Mode * Active-backup (active-backup) v ]

Network Interface ~ €ns$192(bond0), ens224(bond0) v

Select the NICs to be added to link aggregation group

IP Address = 192.168.123.18

P iter a valid IP address for this interface, e.g
192.168.1.168

Subnet Mask * 255.255.192.0

Please enter the valid subnet mask, e.g., 255.255.255.0

Default Gateway 192.168.64.1

Please enter the valid gateway IP, e.g., 192.168.1.1

DNS Server(s)

Please enter valid DNS

IF, for multiple DNS
ith comma, e.g

92.168.1.1,192.168.12

Cancel ﬂ Delete Link Aggregation

There are 4 aggregation mode: Round-robin(balance-rr), Active-backup (active-backup), Dynamic link aggregation
(802.3ad, LACP) and Adaptive load balancing (balance-alb). Please select the desired mode which suits your

requirement.

Aggregation Mode * Round-robin (balance-rr) v (i ]

Round-robin (balance-T)

Active-backup (active-backup)

Dynamic link aggregation (802.3ad, LACP)
Adaptive load balancing (balance-alb)

Network Interface *

In Network Interface dropdown list, select the network interfaces which you wish to add to the link aggregation

group.

Metwork Interface * ens192(bond(), ens224(bond() 4
IP Address ens192(bonda) v
ens224(bond() v

Fill the rest fields, click on OK, the network services will restart, please be patient to wait the link aggregation

complete.

Warning
The license will be invalid after link aggregation, please contact with your technical support to renew the license.



Time Settings

The time settings should have been done during the installation of Vinchin Backup Server, but if you want to
modify the time settings, for example, set the system to use manual time or NTP time can be done from System >

System Settings > Time Settings.

5 Time Settings

Current Location * Asia’shanghai v

Flease select a location, system will auto-match the
cormespending timezone

Current Time * 2021-12-28 11:52:24 ==

Please select or enter current time.(yyyy-mm-dd hh:mm:ss)

NTP Sync

Enable to synchronize to NTP fime.

Changing the system time will cause
automatically synchronize the time and
configuration to all backup nodes.

In the Time Zone field, you should select the correct time zone that you are located in. And if you want to set a
manual time, you can select from the calendar or manually input the current time in the Manual Time field.

If you want to synchronize the current time from an NTP server, please enable NTP Time, and then specify a
desired NTP server address in the NTP Server field, after this click on the Sync Now button to obtain time from the
specified NTP server, or you can click on OK button to save the settings and do the time synchronization.

{5 Time Settings
Current Location * Asia/Shanghai ~
Please select a location, system will aute-match the corresponding
timezone.
Current Time * 2021-12-28 11:55:05 ]
Please select or enter current time. (yyyy-mm-dd hh:mm:ss)
vesne  [IEH
Enable to synchronize to NTP time
NTP Server * time.nist.gov - Sync Now
Warning

Please make sure the time settings are correct and accurate, as if you had deployed backup node(s), the time settings
will be automatically synchronized to all backup nodes connected to this backup server, and as a result, all the

scheduled job will run based on the current backup server time.
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Notifications

Email Notifications can be enabled to send various kinds of notifications and reports of Vinchin backup server to
the administrator and other recipients for users to be informed of the running status of Vinchin backup services.
Notification

) Email Notification

Email Notification Email Test

Please click Email Test to finish the mail server test before enabling
Email Notification

To enable email notification, first make sure you had specified an Email address from admin > Account Settings,
then click on Email Test to complete the mail server settings.

g3 Email Test

Mail Server = smtp.gmail.com
POP3/IMAP/SMTP server address, can be domain
name or IP address

Port * 465

Mail server port, e.g. 25

Sender's Mail username@gmail.com
The sender’s mail address, e.g. suppori@163.com

PaSSW‘Ord EO LTI LT T T LTI T T TP P T P Y
Sender's mailbox password
Encryption * SSL -
Email encrypted connection type
Send a Test Email | to user@company.com
Cancel

To configure your outgoing mail services, the mail server can be POP3, IMAP or SMTP, you can choose one of the
mail server type and configure the mail service as per the instructions of your mail service provider.

In the above example, Gmail SMTP is used as the outgoing mail server. The Mail server should be smtp.gmail.com,
Encryption should be SSL or TLS, the Port number should be 465 or 587, and you must configure a mail account
here as the sender. After this, you can click on Send a Test Email to test the mail services. The recipient of the test
email is the current user, whose Email address is configured in the account settings.

You should now receive a test email stated as below.

€ g 0 8 o ¢ b » 10f24 > mm-
This is a test email Inbox 5 2
Vinchin <product@vinchin.com> 1:54 PM (0 minutes ago) w -

tome ~

This is an email to test the availability of the mail server. If you received this email, it means the email service is availablel

After you had received the test email please save the mail service settings, then you are able to enable Email
notification. Once enabled, you are able to configure how the notifications to be sent.



System Alert is not enabled by default, you may enable it if required. The system level notice, warning and error
messages are configurable to be sent to specific user(s) via emails.

System Alerts
System Notification Level o
Notice (prompt message, no need process)

Warning (notify this action may cause system or job error)

Error (netify the system or job error)

It is recommended to enable sending critical system level notifications, as users don’t have to pay much attention
on the system level notices.

The Job Alerts can be enabled to send backup/restore job level notifications, including job success notices, warnings
or errors of the jobs.

Job Alerts.
Job Notification Level Notice (Job success)

Wamning (netify this action may cause system of job error)

Error (nolify the system or job error)

Verification Report can be enabled to send reports of the backup verification results.

Verification Report
Report Level Notice (Job success)

Warning (notify this action may cause system or job error)

Error (notify the system o job error)

Reports can be enabled to send reports of the storage usage and VM protection status on a specific time point or
multiple time points on daily, weekly, monthly and yearly basis.

Reports
TYPE 4 Storage Report

V| VM Report

Schedule
Daily Report Status

Weekly Report Time  8:00:00 ©

Monthly

Yearly

After setting up the notification types and timing, in the Email address field you can optionally enter more user
email addresses to add them to the email notification mailing list. The email address of your own is not needed to
be added from here.

Email Address usemame1@gmail.com
username2@gmail.com

The system alerts and reports will be sent to the system administrator by default. The job alerts will be sent to the
job creator by default. The newly added recipient will receive all the enabled notifications.



Security Settings

From System > System Settings > Security Settings page, admin user can configure Account Security, Storage
Security and System Security settings.

Account Security

Account security settings define some global user account configurations, including Vinchin backup server web
console session timeout, max password retry, password expiration time, minimum password length and password
complexity settings.

Account Securit

Session Timeout Q00
Web console session will timeout when exceeded the given number of seconds
Password Retry 999
User will be locked when exceeded the given number of password retry.
Password Expiration 1000

Password will expire when exceeded the given number of days.

Password Length 6

Minimum password length required.

Password Complexity IMedium(iust contain letters (Case insensitive), numMbers and s v

Weak(Contain letters (case insensitive) and numbers)
Medium(Must contain letters (case insensitive), numbers and special characters)

Cancel

The Session Timeout option determines when the web console session will expire due to inactive user activity.
Password Retry options determines the max password retry allowed before a user account is locked. Once a user
account is locked, admin user needs to unlock this user account from System > User Management > Users page
(admin user will not be locked).

Password Expiration option determines how long the user account password expires, when the password is about
to expire, user will receive popup notification on the web console, when password is expired, user will be redirected
to the change password screen to change password and re-login.

For the Password Length and Password Complexity, these 2 options determine the minimum password length and
the password complexity rule.



Storage Security

Under Storage Security tab, you are able to enable Storage Protection which can effectively protect your backup

data stored in the backup storage.

[@ Account Security @) Storage Security & System Security

Storage Protection

Enablefdisable storage protection

With storage protection enabled, only Vinchin
applications will have permissions to write new data and
modify existing data within the storages attached to
Vinchin backup server. This feature can keep your data
safe from malicious attacks, ransomware and other
malwares. |t works with direct attached storages on
Vinchin backup server, for the network attached storages,
e.g., CIFS/NFS shares, storage protection is not
applicable.

C @ nce' m

By default, storage protection is disabled, when enabled, only Vinchin applications are allowed to modify the backup
data saved in the backup storages attached to Vinchin backup server/node. And as a result, it can protect your

backup data against ransomware and other malwares from modifying your backup data.

Notice

1. Before upgrading Vinchin software, please temporarily disable Storage Protection, otherwise, software upgrade
will fail. After upgrading, please turn it back on.

2. To guarantee Storage Protection always works, the backup storage of Vinchin backup server must be exclusive
block devices, like local disks, disk partitions, logical volumes, fibre channel LUNs and iSCSI LUNSs, for other file
storages, Storage Protection might not work, because ransomware and other malwares might access your backup

data by-passing Vinchin backup server.
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System Security

Under System Security tab, you are able to turn Vinchin backup server firewall and SSH services on or off.

7 System Security

Firewal

Enablefdisable system firewall

SSH

Enablefdisable S55H service

System security settings will be automatically
synchronized to all backup nodes.

Cancel

Vinchin backup server has some built-in security rules configured with the system firewall, it can be enabled for
system security. While it also has the necessary services enabled to ensure the functionalities of backup and restore
activities.

For SSH option, it determines whether users can connect to Vinchin backup server CLI via SSH connection. It is

recommended to disable this option when SSH access to Vinchin backup server CLI is not needed.

Restart & Shutdown

Restart and Shutdown functionalities can be used for the backup server or backup node(s) maintenance or some

other circumstances which require system restart or power off.

Restart/Shutdown

Backup Node * vinching5.com(1592.168.120.9) v

Please select a backup node to restart or shutdown

You can select the target node then click on Restart or Shutdown button to perform the corresponding operation
to the select node. Both restart and shutdown operation will terminate backup/restore jobs on the selected

system, so before doing this, please make sure there’s no job running on the selected node.



Upgrade

When new software or patch upgrade for Vinchin Backup Server or Backup Node is required, you can upload and
upgrade Vinchin backup server or backup node from here.
) Upgrade Package D Upgrade History

Current Version: vinchin_enterprise_en build: 7.0.0.24985

2 Upload Package | @ Delete Package | © Upgrade Now

Package Name MDS Package Size Upload Time v

No available data.

To upload a software package, please click on Upload Package button. In the popup dialog, click on Select Package

to locate the software package.

. Upload Package

vinchin_enterprise_en-update-package-centos7-x86-
7.0.0.24487-1t0-7.0.0.25049-HOTFIX-
20230220104704.tar.gz  Delete

Waiting for upload. ..

st

Notice: Select an upgrade package to upload.

You can upload multiple packages at a time, once selected all packages, please click Upload button to start uploading
the selected software package(s).

i Upgrade Package ) Upgrade History

Current Version: vinchin_enterprise_en build: 7.0.0.24985

& Upload Package | @ Delete Package | © Upgrade Now

Package Name MD5 Package Size Upload Time v

vinchin_enterprise_en-update-package-centos7-x86-7.0 0 24487-to-7.0.0 25049-HOTFIX- 3dcf9aa0ad8f1795f7532d08343c8d1 3514MB 2023-02-20 11:24:18
20230220104704 tar.gz

Page ¢ 1 o ofllView 10 records|Total 1 record(s)

Once uploaded, please select the target package and then click on the Upgrade Now button.

© Upgrade

Package vinchin_enterprise_en-update-package-centos7-x86-7.0.0.24487-
Name: 10-7.0.0.25049-HOTFIX-20230220104704 tar.gz

Upgrade Master Nodelocalhost.localdomain(172.18.1.10) hd
Mode:

Master Nodelocalhost localdomain(172.18.1.10)
Slave Node

In the popup dialog, select the backup node and click on OK to upgrade. Please make sure you first upgrade the
backup server (master node) then upgrade the backup node (slave node).

If you have multiple backup node deployed, you can select them all and upgrade them at the same time.

Notice

Software upgrade will require service restart, please make sure there’re not jobs running on the backup server or

backup node before upgrading.
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Data Visualization

Data visualization is a value-added feature which is available in Vinchin Backup & Recovery Enterprise edition, it
briefly presents the real-time status and statistics of each data protection module. It can help users monitoring the
backup infrastructure status on a command center screen or large screen monitors.

To open the data visualization screen, please click on the - icon from the top right of Vinchin Backup Server web

console.

vinchin

A new tab page of data visualization will be opened.

2@2:271:16 Vinchin Backup 2. Darnviovys

# | Esc ‘ HIOTRH R

=] current Jobs

Overview

VM Back
== Status  Progress
File Backup Pending

Stopped
Database Backup I 5 Archive Job2 Stopped

< =| Data Statistics.
Server Backup .

CopyData

NAS Backup

» Backup Data » Copy Data »

Backup Copy

1
=] Node Monitoring- ® locathost localdomain =] Storage Statistics =] Storage Details

. i Storage Name  Type Usage
»oPulN » Memory() » Stc ) S » Storag city 14.96TB

«Free «Used

1484

Users can customize the data visualization settings from the System > System Settings > Data Visualization page.

Data Visualization

Data Visualization Title vinchin Backup & Recovery

customized fitle of data visualization screen

Local Backup Server Name

Remote Backup Server Name

Set display name of the remote Vinchin backup server, leave blank to not displa

Cloud Storage Name

Set display name of the cloud storage, leave blank to not display

Job Alerts.

System Alerts

In the Data Visualization Title field, users can define a customized name.

As for Local Backup Server Name, Remote Backup Server Name and Cloud Storage Name, users can also
customize these items as per the actual deployment and demands.

For Job Alerts and System Alerts, if enabled, alerts of the jobs and system will be displayed on the data
visualization screen.



System Tools

System Services

Service management can be used to check the backup server or backup node system service status and you can
start, stop or restart the services.

0 system Services @ Network Tools WebsSH

vinchin.tech(192.168.120.2) v o Search by service name Search
No. Service Name 4 status Operation
1 appliance_server service
2 arp-ethers. service
3 atd senvice
4 auditd service
5 autowt@ service
3 backup_copy_client service
7 backup_copy_server.semvice
8 blk-availability service
9 brandbot path
10 cdp_client service
Page ¢ 1 » of 14| View 10 v rfecordsiTotal 140 racordis)

Please DO NOT stop, start or restart any service without instructions of a Vinchin engineer. x

In the dropdown list, you can select from Vinchin Backup Server and the backup nodes registered to the backup
server to check the service status and perform operations to the services. And you can search specific services by

service name.

Warning
Service management is used for maintenance only, please DO NOT start/stop/restart any of the system services
without the advice of a Vinchin engineer, otherwise your backup infrastructure may malfunction.
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Network Tools

Network tools can be used to exam and troubleshoot the connectivity of each backup server/node with the target
IP network.
Ping test can be used to test the reachability from the selected backup node to a specific IP address.

# Systemn Settings -

J ping 192.168.124.10 test connection
ping 192.168.124.10 test connecfion success

[ System Servid f E]

vinchin.tech(192.168.120.2) v [i ]

Ping ~ 192.168.124.10 v

Test the connectivity of a backup node to the target IP or domain name. X
Telnet can only test the connectivity from the backup server to a specific host IP with a service port number.
/ System Setfings - 7 (oIt 192:168.424:10 - 43 test comnection
telnet 192.168.124.10 : 443 test connection success
[ System Servid A
vinchin.tech(192.168.120.2) v o
Telnet v 192.166.124.10 v 443 v
X

Test the connectivity of Vinchin backup server to the target IP or domain name. Connectivity test for backup nodes is not supported.
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WebSSH & File Upload

WebSSH can be used to connect to Vinchin backup server CLI directly through web browser, it is useful for server
maintenance from CLI with using an additional SSH client application.

Run WebSSH in a new tab page, please provide root user cf

edentials to enter system CLIL

Click on the Run WebSSH button, a new tab page will be opened and prompting for CLI user credentials.

Vinchin Backup & Recovery x hitps://192.168.1202/ssh/hostT X 4
C @ 192.168.120.2/ssh/host/127.0.0.1

Signin

https://192.168.120.2

Username root

Password | sesessens |

m Canee!

Simply enter the CLI user credentials and click on Sign in to connect to Vinchin backup server CLI. From within the
WebSSH console, users are able to run commands the same way as using SSH client applications.

Vinchin Backup & Recovery X @ root@vinchini~ x 4+

C A No hitps://192.168.120.2/ssh/host/127.0.0.1 ® & &

Last login: Tue De
[root@vinchin ~1% ||

sshi//root@127.0.0.1:22 | SSH CONNECTION ESTABLISHED



File upload can be used to upload certain types of files to Vinchin backup server file system without using a third-
party tool.

L File Upload

Select a file you want to upload... Upload

1. Upload files to directory /usrishare/nginx/vinchintmp/file

2_Upload one file at a time, file size should not exceed 1GB. Supported file format including: zip, tar, targz and rar
3. Please do not leave this page during uploading.

The supported file format including zip, tar, tar.gz, and rar, and the maximum file size allowed is 1GB.
After uploading a file, users can find it from path /usr/share/nginx/vinchin/tmp/file/.
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Configuration Backup

Configuration backup feature allows you to export the configurations of Vinchin backup server as backup files, and
the backup files can be used for configuration restoration purpose upon a Vinchin server reinstallation or upon a

Vinchin server configuration accidental deletion.
Manual Backup

Select configurations which you wish to backup.

$ Manual Backup

Backup Source ¥ User Management
--@ Infrastructure
--@ Multi-tenant
--@ Backup Resource
--@ Jobs
--@ Alerts
& Logs

Select configurations which you wish to
backup.

1.The selected configurations will be exported as an individual file to your
Downloads folder, please keep the configuration backup safe.

2 \When configuration restore needed, please directly upload a backup file to
restore.

Cancel

The selected configurations will be exported as an individual file and downloaded to your Downloads folder,
please keep the configuration backup safe.
When configuration restore needed, please directly upload a backup file to restore.
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Auto Backup

Auto Backup enables automatically backup of Vinchin backup server configurations on daily basis.

{5 Settings %= Manag

Backups

Auto Backup * m

Backup Source * [ User Management
[+ & Infrastructure
[+ & Multi-tenant
[ & Backup Resource
[+]- & Jobs
[« Alerts
[ & Logs

Select configurations which you wish fo backup.

Daily Backup at * 1:00:00 Q

Restore Points * 30 " v
Backup Node * vinchin.tech(192.168.120.2) v
Backup Sterags * Local Disk1({Local Disk, Capacity :499.75GB, Free Space:498.83G8B) v

1.With auto backup, configurations will be automatically exported and saved into the
selected backup storage
2 When configuration restore needed, please directly upload a backup file to restore

When enabled auto backup, users can select which configurations need to be backed up, and can pick a time of the
day to run the backup. Restore points of the configuration backup determines how many (days of) backup files to
be kept. A backup node and a corresponding backup storage can be selected to save the backup files.

The configuration backups can be accessed under Manage Backups tab.

o

%= Manage Backups

& Download Search

Filename File Size Backup Time v Backup Node Backup Storage
systembak.20211110.160004.bak  27.62KB 2021-11-10 16:00:04 localhost localdomain(192.166.91.  Local Disk_18

18)

Page « 1 > of 1] View 10 ~ records | Total 1 record(s)

Select the desired backup file and click on Download to download the backup file to your Downloads folder, or if
the backup file is not needed or contain invalid configurations, select the backup file and click on Delete to delete
it from the backup storage.
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Restore Backup

When configuration restore is required, please go to System > System Settings > Configuration Backup > Restore

Backup page.

B Restore Backup

Backup File *

Auto Backup
Manual Backup

elect a backup file to X

2. You can select part of the configurations you wish to restore.
3. System configuration restore will not erase existing configurations, the restored
configurations will be apendded to existing configurations.

Cancel OK

Select the backup file source, either auto backup or manual backup.
If Auto Backup, there will be a list of the backup files, you can simply select a desired backup file to restore the

configurations.

57 Restore Backup

Backup Fils * Auto Backup ~
Select Backup File *
=et Rackup e | Filename size Backup Time .
—l systembak 20211110 160004.ba 27 B62KB 2021-11-10 16:00:04

Page « 1 » of1
| View 10« records| Tolal 1 recordis)

Flease select & backup file which you wish to restong

1. Please first select the backup file source, and then select a backup file to

restore
2 You can selact part of the configurations you wish to restors.

3. System configuration restore will not erase existing configurations, the restored
configurations will be apendded to existing configurations

If Manual Backup, you need to upload the configuration backup file to restore the configurations.
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52 Restore Backup

Backup File *

Upload Backup File *

Restore Configurations *

IManual Backup v

systembak.20211110.172450.0ak  Delete

Upload succass

Select Package | Upload

[} User Management

- Infrastructure

[ Multi-tenant
¥ Backup Resource
¥ Jobs
& Alerts
.@ Logs

Please select the configurations you want to restore.

1. Please first select the backup file source, and then select a backup file to X
restore.

2. You can select part of the configurations you wish to restore.

3. System configuration restore will not erase existing configurations, the restored
configurations will be apendded to existing configurations.

Cancel OK

When the backup file is selected from the auto backup list or uploaded from user desktop to Vinchin backup server,
please select the desired configurations you wish to be restored. Then click on OK to restore the configurations.

QRestore Backup

System configuration restore success.

Start system configuration restore
Restore [User]

Restore [Groups]

Restore [Roles]

Restore [Domain Server]

Restore [Backup Node]

Restore [Backup Storage]
Restore [LAN-free]

Restore [Template]

Restore [Resource Group]

< H<N<BH<H<QB<Q<Q<Q<Q<|

Restore [Tenants]

Close

Note

System configuration restore will not erase existing configurations; the restored configurations will be appended to

existing configurations.
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User Management

For an enterprise, administrators of Vinchin backup server can add users from internal departments of the
enterprise who owns Vinchin Backup & Recovery infrastructure. They can share the resources of the backup
infrastructure, like backup node and storage resources. But they need to add their own workloads to Vinchin backup
server for backup and restore, like virtual infrastructure, file servers and database servers. So, each department runs

their own backup services separately on the same backup infrastructure.

Users

Administrators are able to add multiple users from System > User Management > Users page. By clicking on the
Add button administrator can add a new user.

User Type * Local User v
Username * johndoe
Password = sresssnnare

Confirm Password * srasssnnnss

Email Address user@company.com
Phone Number 0123456789
Roles Admin M
Set role(s) for this user.
Groups Admin M
s for this user.
Storage Capacity * Unlimited hd

Cancel

The User Type can be Local User or External User. For local user, administrator needs to create a new user locally
within Vinchin backup server. If external user, domain server integration must be done first. The newly added users
can be assigned with different user roles and can be associated with desired user groups for permission
management. And for storage capacity allowed to be used by this user can be set as Unlimited or Customized. Once

a user had been added, it will be listed on the user management page.

No. Username User Type  Belong to Create Time , Creator Email Address  Phone Number  Last Login Status
1 Local User Global 2021-12-29 21 admin user@company.co Enabled
24:42 m

You have the options to enable or disable a user from accessing Vinchin Backup & Recovery. To delete a user, if the



user has created subusers, it cannot be deleted, the subusers need to be deleted first.

And before this user can start any backup and restore services, administrator has to assign resources to the user at
first place. The resources can be assigned to users including backup proxy, backup node and backup storage.

For the workloads which need to be backed up, users need to add from their own web portal, including virtual
infrastructure (for VM backup), file backup agent and database backup agent.

If a user attempted to login with wrong password exceeded the Password Retry defined in Account Security
settings, the account will be disabled. Only the administrator user who created that user has the permission to
enable the account. Please select the disabled user and click on the Enable button to enable the user.

Note

Before deleting a user, you need to unregister all the virtual infrastructures registered by this user, otherwise the
user cannot be deleted.

If the user role is admin and this admin user had added other users, then you need to delete the other users added

by this admin user before deleting this admin user.

Groups

A user group is a collection of users who share the same resources and permissions.
There are default user groups which can be used for user permission management, but if needed, administrator can

create new user groups with customized permissions.

User Group Lis|

Groups Type Status Description Belong to Creator Create Time
Default Group Enable Global = =
Global Group Enable Global - —
Global Group Enable Global - —
Global Group Enable Global - —

Page 1 of 1| View 10~ records| Total 4 record(s)

Click on Groups to view details about User, Roles, Resource Group and Permissions.

Click on Add Resource to add Backup Proxy, Backup Node, Storage Resources and Resource Group for groups. For
the workloads which need to be backed up by the global users within the group, global users need to add from their
own web portal, including virtual infrastructure (for VM backup), file backup agent and database backup agent.



Roles

By default, there are 7 user roles available to be assigned to users or user groups.

Below are the permissions for different roles.

Role Name 4 Status Belong to Creator Create Time
Enable Global
Enable Global
Enable Global
Enable Global
Enable Global

Enable Global

Enable Global

Page 1 oi 1| View 10 records|Total 7 record(s)

Master: the highest permission, has all management rights of Vinchin Backup Server.

Admin: System Alerts, System Logs, Storage Report, VM Report, Backup Node, Storage, LAN-free, Resource Group,
all the System dropdown list and all User Management.

Operator: Current Jobs, History Jobs, Job Alerts, Job Logs, VM report, VM Backup, Database Backup, File Backup,
Backup Copy, Backup Archive and Strategy Templates.

Auditor: Current Jobs, History Jobs, Job Alerts, System Alerts, Job Logs, System Logs, Storage Report and VM Report.
Tenant Admin: Current Jobs, History Jobs, Job Alerts, Job Logs, System Logs, VM Report, VM Backup, Database
Backup, File Backup, Strategy Templates, Resource Group, Tenant Info and all User Management.

Tenant Operator: Current Jobs, History Jobs, Job Alerts, Job Logs, VM report, VM Backup, Database Backup, File
Backup and Strategy Templates.

Tenant Auditor: Current Jobs, History Jobs, Job Alerts, Job Logs and System Logs.

You can assign role to users or user groups by selecting a role and clicking on Assign Role button, select user or user

group you wish to assign.

Assign to User 4 Assign to Group O, Assign to Use Assign to Group
Role Name:  Admin Role Name:  Admin
Users admin(vinchin) ~ Groups Admin v ]
Select All Deselect Al

Master

Admin v
QOperator

Augditor

Cancel Assign to User Cancel Assign to Group

Once a role had been assigned to a user or user group, the corresponding permissions of the role will be assigned
to the user or user group as well.

If the default user roles cannot meet your actual requirements, you can also add customized new user roles by
clicking on the Add button.



+ Add Role

Role Name *

Name of this role.

Permissions *
4 Home

[=]-8 2 Monitor Center
[E & = Jobs
E‘ (& & Current Jobs
o & Management
[E]-& ' History Jobs
[ Delete
i@ Download Logs
0 L Alerts
10 & Job Alerts
[ Delete
i &.[J Response
E 0 & System Alerts
b Delete
[0 Response
[=]- 0] = Logs
[-1-0 i3 Job Logs

A role name is required to identify this new user role. And in the Permissions field, there’s a tree menu showing all

available web pages and operations of Vinchin web console, you can customize the permissions as per your needs.
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Domain Server

Domain server integration allows administrator to do user authentication by using the domain server. When a
domain server is integrated, while adding new users, administrator can select to add External User which is from
domain server. We currently support Active Directory server integration.

Before adding the domain server, first you may need to setup local DNS lookup. Click on System > System Settings >
Network Settings > Local DNS Lookup, to set up Local DNS lookup, by using “IP_address host_name” format DNS
entry is the DNS entries field.

43 Local Db

Backup Mode - localhost.localdomain(192.168.123.19) v

Please S lookup.

ect a backup node 1o setup local

DNS Entries 192.168.30.41 skkwd.com

Fd

me should be separaled by at least one space.

Sync Setlings

Enable o synchronize the local DNS lookup seffings to all backup nodes.

Cancel

After setting up local DNS lookup, please go to System > User Management > Domain Server screen, click on Add

button to add an Active Directory domain server.

+ Add Domain Server
Dormain Server Active Directory v
Select the domain server type you want to add
Domain Name skkwd.com
User Name administrator

)omain sarver administrator user name

the domain server admin

Cancel

Once a domain server is added, you are able to add external users from Active Directory domain server.



Account Settings

On the top right of Vinchin Backup Server web console, the current user login is displayed. Click on the username

you'll be able to view the user information and manage some user settings.

£, My Information
# Change Password

& Lock Screen
F  About

£ Logout

User Information

On the user information screen, users are able to modify some basic user settings.
2, My Information
Username admin
Email Address
Phone Number

Language English v

In the Email Address field, you need to fill in your Email address here, when you are trying to enable system
notifications, an Email address is required here, and the system notifications will send to this Email address by
default.

In the Phone Number field, you can optionally enter your phone number.

In the Language dropdown list, you can select a language which you are familiar with as the web console display

language.

Change Password

Users can change their own passwords here and it is recommended to use strong password for system security. A
strong password should be at least 6 characters, and should be a combination of digits, lower case and upper case

letters and symbols.



Lock Screen

Users can lock Vinchin Backup Server web console from here, authentication will be required to unlock.

About

On the About page, users can get the system information and Vinchin contact information, and can follow us on
social media, and also can participate in our user experience survey to help us to improve our products and services.

Logout

Users can sign out the current user login from here.
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Informational

Home

Each time when you log in to Vinchin Backup Server you'll first see the Home screen, here you can have an overview
of the backup server status.
On the top of the home screen, the current server time is displayed.

G} Home Server Time: 2023-02-14 18:33:09
é e =] m Jobs
0 day(s) 8.69GB 6 17 ® o ) o
i @ t Job: History Job:
Total Uptime c=lB=ctn SR e Running Pending Completed Exception Failed
0 4 17 0 0

On the left the total server uptime, total backup size, current job counts and history job counts are displayed.

On the right, the Jobs section, the number of jobs (sessions) are categorized by running, pending, completed,
exception and failed. Users can have a straightforward overview of the system running state.

In the Backups section, the statistics of VM, Physical and NAS backup modules are displayed.

Backups o Physical  NAS

Total Protected Backup Data Virtual Platform Cloud Platform
1 0 ) 0
75 o

Backup Verification

0 0 [PSh 0 0 0
& =) ®
Verification Lab Verified L®J In Progress E Completed Failed

In the Storages section, the statistics of Backup, Copy and Archive storages are displayed.

Storages Copy Archive
Backup 1 Storage 3.72TB
Storage Capacity
3.72T8 | ] Used 0.04% 1.51GB
Free
] Free 99.96% 3.72TB

In the System Monitor section, a basic monitoring view will be displayed.

System Monitor Master Node(172.18.1.10) v
CPU . Network Flow ® Inflow ® Outflow Disk BPS Disk IOPS
£} CPU Usage 3% KBl
6KB/s == Read: 0B/s == Read: O0times/s
RAM - 3KB/s
= Wite: 14Bls = Wite: 4 times/s

7] Memory Usage e
18:45:41  18:46:00 18:46:18 18:46:37 18:46:55 18:4T:14  18:47:32  18:47:51  18:48:10 18:48:28 18:48:47  18:49:05

If you wish to get more information of system monitoring, please go to Monitor Center > System page.
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Monitor Center

Jobs

On the Monitor Center > Jobs page, all jobs created on Vinchin Backup Server are able to be viewed and managed
here. The jobs which are in running state, pending state, stopped state and failed stated will all be listed in the
Current Job list. And the jobs which had been executed will all go to the History Job list.

® Current Job

After creating a new job (backup/restore/archive), you can view and manage the newly created job in the Current
Job list. All the basic information and status of the job will be shown in the current job list. You can start, stop, edit
or delete the job accordingly.

& Current Jobs
Search
Job Name Module Job Type Create Time v Status Speed Progress Creator Operation
VMuware vSphere Backup 2021-12-30 17:38:22 - - admin
Sangfor HCI Instant Restore  2021-12-30 16:53:40 - - admin
Red Hat Instant Restore  2021-12-30 16:37:52 - - admin

Vitualization(RHVYovirt
Page 1 of 1| View 10  w records|Total 3 record(s)

Click on the Options button of a job, you'll have the following options.

Schedule On: to turn the schedule on of a Stopped job, after turning on, the job status should become Pending.

Start Full: manually perform a full backup of the VMs included in this backup job.

Start Incr.: manually perform an incremental backup of the VMs included in this backup job.

Start Diff.: manually perform a differential backup of the VMs included in the backup job.

Stop: to turn the schedule off of a pending job or to stop a running job.

Edit: to modify the configurations of a job in Stopped state.

Delete: to delete a job and all the schedules, but the backup data will remain.

Note

To edit a job, the job needs to be stopped first.

From the job list, by clicking on the = button, you can check more information of a job.

= Citrix XenServer Backup 2020-09-29 07:48:07 - - admin

Time Schedule:  Incremental Backup: Every Month Day1, Day15, 23:00:00 Start, Non-repeat

Retentien Policy: 30 restore poini(s)

Basic info such as the backup time schedule and retention policy will be given. If you want to check even more
information, please click on the job name, then you’ll be directed to the Job Details page.



Job Details m

las Job Flow © Summary & Storage & Strategy 88 Advanced
1KB/s Job Name : Citrix XenServer Backup3
0.8KB/s Job Type : Backup[Citrix XenServer]
TR Job Status -
0.4KB/s Total Size :
TR Processed:
Start Time, —
OKB/s T u T T T T T
12:01:53 12:02:20 12:02:47 12:03:14 12:03:41 12:04:08 12:04:35 12:05:02 Duration L

@ RunLog L2vMLst ' History Job

n Job success

u Check and apply retention pelicy for vm 'CentOS_7_test’
Transferring vm CentOS_7_test's disk 'CentOS 7 0" data

u transferring VM'CentOS_7_testbackup data

u vm 'CentOS_T7_test valid size is '3.88 GB'

u Finished to scan Virtual disk

u Virtual disk size: '10.00 GB', disk block allocated number: *5120

Disk 'CentOS 7 0 transport mode is 'LAN'

Job details explanations:

Job Flow: the real-time data transmission flow will be displayed to indicate the transmission speed of a currently
running job.

Job Progress: a real-time progress bar to show the progress of a running job.

Summary: basic description of the job.

Storage: the storage destination of the data flow.

Strategy: the type and schedule of the job.

Advanced: the advanced options for the job.

Run Log: if the job is currently running, it will be the real-time log output; if the job is pending or stopped, it will
provide the logs of the last time of running.

VM List: if the job is running, all VMs included in this job will be listed here.

History Job: the running history of the job.

® History Job
All history jobs can be found on the Monitor Center > Jobs page, under the History Job tab.

& Current Job ‘D History Job

& Download Logs LTEIC M Q Advanced search

No. Job Name Module Job Type  Creator  Total Size  Data Size  Transfer Size Written Size  Start Time , End Time status
1 Citrix XenServer  Citrix Full Backup = admin 10GB 3.88GB 3.88G8 810.85MB 20200929 2020-09-29
Backup3 XenServer 07-48:16 07:49:21
2 Cilrix XenServer  Cilrix Restore admin 10GB 3.88GB 3.88GB 3.88GB 202040929 2020-09-29
Restoret XenServer 07:37:35 07:38:25
3 CitrixXenServer  Citrix Full Backup ~ admin 10GB 0B 0B 0B 2020-09-29  2020-09-29

Backup2 KenServer 07:37:03 07:37:20

Click on the = button you can expand a history job to view the detailed information.

= 1 Citrix XenServer  Citrix Full Backup ~ admin 10GB 3.88GB 3.88GB 810.85MB 20200929 2020-09-29
Backup3 XenServer 07:48:16 07:49:21
VM Name Job Type Start Time End Time Average Speed Total Size Data Size Transferred Size Written Size Status Description
Cent0S_7_test Full Backup 2020-09-29 2020-09-29 79.46MB/s 1068 38868 38868 810.85MB Finish
07:48:31 074921
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To delete the history jobs, please select the job logs and click on the Delete button.
And for the failed jobs, you can select that job and click on Download Logs button to download the detailed logs of
that job for troubleshooting.

Alerts

® Job Alert
Job alerts can be found on the Monitor Center > Alerts page, under the Job Alert tab.

3 JobAlert [ System Alert
+ Mark as Processed All ~ | Search by job name Search Q Advanced search
No. Job Name Job Type  Alert Type  Alert Time v Description Mark Alert Details
1 Citrix XenServer Backup 2020-09-29 07:49:21 Job success Details
Backup3
2 Citrix XenServer Restore 2020-09-29 07:38:25 Job success Details
Restorel

By using the dropdown list above the alert list, you can filter the alert messages by alert types, including notices,
warnings and errors.

Click on Details button of an alert, you can view the detailed description of the alert message, and at the same time
the alert message will be marked as Processed. The alert message mark will be viewed and processed by all users
who have permissions to do this.

If it is an error alert, you can check the errors from Log Info tab as below.

L Alert Details

@ BasicInfo @ VM Information [ Log Info

2020/09/21 16:53:20 [DEBUG]: Task get vm prepare info and check if
vms support backups

2020/09/21 16:53:28 [DEBUG]: Task take snapshat for backup vm ...

2020/09/21 16:53:30 [DEBUG]: Task quiesce snapshot flag is not set
try to create non quiesce snapshot ...

2020/09/21 16:53:37 [DEBUG]: Task DEE is disabled, disk

pathname:[dell-FC-50TB] centos-84.110/centos-84.110.vmdk

2020/09/21 16:53:37 [DEBUG]: Task *******= DEE Is disabled, disk
pathname:[dell-FC-50TB] centes-84.110/centos-84.110_1.vmdk.

2020/09/21 16:53:41 [DEBUG]: Task vm name: centos-34.110 start
backup mode: 1 cur backup mode: 1 degrade: 0 degrade error: 0 valid
data backup: 1

2020/09/21 16:53:51 [ERROR: 3805#Vmware server refused
connection error (== VIX_E_HOST_NETWORK_CONN_REFUSED]]:

open disk error, disk pathname:6000c29e-0cda-8fd3-7595-
3dc9ab2d140b. ~vmware/vmware_disk_driver_rpc_client.cpp: 144,

Download Logs Mark as Pending

The errors you got here can be used for troubleshooting the failure of the job, by clicking on the Download Logs

button you can download the error logs as a plain text file. And if you don’t want to mark the error alert message
as processed, you can click on Mark as Pending button to mark this alert to pending state.

® System Alert
System alerts can be found on the Monitor Center > Alerts page, under the System Alert tab.

Vinchin Backup & Recovery v7.0 | Admin User Guide 236



~

[ JobAlert & System Alert

+ Mark as Processed All [l Q Advanced search

No. Alert Type  Alert Time v Description Mark Alert Details
1 2020-09-28 15:39:39 Storage back onlinebackupserver vinchin Details
2 2020-09-18 18:43 55 Backup node 'backupserver vinchin[192 168 84,100 exception, [#184])Service in backup Details

node is restarted, stopped or interrupted

Similar as the job alerts, you can have the same options to filter these alert messages and you can mark the
messages as processed or pending state.
System alert messages are mainly used to notify users about the backup server, backup node(s) and storages status.

Logs

® Job Logs
On the Monitor Center > Logs page, under the Job Logs tab, the operations related with job stop, job schedule on,
job creation, job deletion and job modification can be all found here.

£ Job Logs % System Logs

Search by job name Search Q, Advanced search

No. Job Name Module Job Type User  Time v Status Description

1 Citrix XenServer Backup3  Citrix XenServer Backup admin  2020-09-29 13:49.02 Job 'Citrix XenServer Backup3' Backup as scheduled has
been enabled

2 VMware vSphere Backup1  VMware vSphere Backup admin  2020-09-29 09:32:52 Job "VMware vSphere Backup1'has been created

3 Citrix XenServer Backup3  Citrix XenServer Backup admin  2020-09-29 07:48:07 Job 'Citrix XenServer Backup3'has been created

4 Citrix XenServer Restore1  Citrix XenServer Restore admin  2020-09-29 07:37:29 Job "Citrix XenServer Restore 'has been created

5 File backup job1 File Backup Backup admin  2020-09-29 06:59:24 Job 'File backup job1'has been created

[ Citrix XenServer Backupd  Citrix XenServer Backup admin  2020-09-29 06:46:45 WERNEl  Job 'Citrix XenServer Backup3' has been deleted

7 Citrix XenServer Backup3  Citrix XenServer Backup admin  2020-09-29 06:46:06 NERGEl | Job 'Citrix XenServer Backup3'has been created

) Copy Job1 Backup Copy Backup Copy admin  2020-09-29 06:28:13 (el Job 'Copy Job1' has been deleted

9 Copy Job1 Backup Copy Backup Copy admin  2020-09-29 06:28:02 Job "Copy Job1'has been stopped

10 Copy Job1 Backup Copy Backup Copy admin  2020-09-28 18:19:21 NELGEl | Job 'Copy Job1'has been created

Page « 1 > of 11| View 10 « records | Total 102 record(s)

Each row in the job log list corresponds to an operation to a specific job. The name of the user who performed the
operation and the time of when the operation had been performed will be given.

® System Logs
On the Monitor Center > Logs page, under the System Logs tab, all user activities can be found here.
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=l Job Logs

E+ System Logs

Search by user name Search

] No. User Time v Status Description

1)1 admin 2020-09-29 16:29:01 System login success, ip: "192.168 128 45"

[ 2 luwen 2020-09-29 16:00:.19 Normal System login success, ip: "192.168.128.1¢"

13 luwen 2020-09-29 16:00:14 System login failed, [#50100]User name or password incaorrect
] 4 admin 2020-09-29 15:14:55 Normal System login success, ip: 19216812817

(HRE: admin 2020-09-29 13:24:03 System login success, ip: "192.168. 128 45'

18 admin 2020-09-29 11:40:42 Normal System login success, ip: "192.168.128.29'

7 admin 2020-09-29 11:07:19 System login success, ip: "192.168.128.17

] 8 luwen 2020-09-29 10:57:30 System login success, ip: "192.168.128.1¢

] 9 luwen 2020-09-28 10:57:25 System login failed, [#50100]User name or password incorrect
[] 10 luwen 2020-09-29 10:57:22 System login failed, [#50100]User name or password incorrect

Page « 1 > of 32| View 10 ~ records | Total 315 record(s)

The logs can be filtered by typing specific user name in the search box.
And you may download the system logs by clicking on the Download System Logs button.

& Download System Logs
Backup Node  backupservervi
"1 File name v Size Update Time
[ system_log_2020-09-29 3.99MB 2020-09-29 16:37:32
[]  system_log_2020-09-28 4.95MB 2020-09-28 23:59:54
[]  system _log_2020-09-27 3.85MB 2020-09-27 23:59:38
[ system_log_2020-09-26 3.55MB 2020-09-26 23:59:47
[]  system_log_2020-09-25 3.52MB 2020-09-25 23:59:59
[ system_log_2020-09-24 3.82MB 2020-09-24 23:59:19
[ system_log_2020-09-23 471MB 2020-09-23 23:59:52
[]  system_log_2020-09-22 3.6MB 2020-09-22 23:59:58
[]  system_log_2020-09-21 3.2MB 2020-09-21 23:59:20
[ system_log_2020-09-20 237TMB 2020-09-20 23:59:05
Pags « 1 > of 2| View 10 ~ records | Total 14 record(s)

In the Download System Logs dialog, the logs are arranged by date. You can select the desired logs and click on the
Download button to download the logs.

And on the top right of the dialog, you can choose a specific backup node to download the logs related to the
selected backup node.
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Reports

® VM Reports

You can check the VM Backup Statistics from the Monitor Center > Reports page, under the VM Reports tab.

& VM Reports & Storage Reports

& VM Backup Statistics

No. Platform VM(s) Protected VM(s) No.
1 Vhware vSphere 355 1 1

2 Citrix XenServer 12 3 2

) SANGFOR HCI 4 0

4 XCP-ng 5 0

B VMware viphere
@ Citrix XenServer
@ SANGFOR HCI

@B *CP-ng

VM Name

CentOS_7_minnie

CentOS_7_test

Export Reports

4 Platform Restore Points Backup Size
Citrix XenServer 1 811.21MB
Citrix XenServer 1 810.85MB
Page < 1 » of 1] View 1 w records | Total 2 record(s)

In the VM Backup Statistics section, you can have the statistics reports of the virtual platforms, protected VMs and

the restore points of the protected VMs. And you can export the reports to a PDF file by clicking on the Export

Reports button.

£9 VM Backup Details

AllVMs -
Number of Restore Peints 2 Data Size
@ Full Backup B Used Space

@ 'ncremental Backup
) Differential Backup

) Free Space

1.68GB

Wednesday

Se pte mber 2020 mFru Backup M Incremental Backup ™ Differantial Backup
Sunday Monday Tuesday
30 31 1
6 7 8
13 14 15
20 21 22
27 . 28 . 29
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Thursday

Recent 1 Week v

VM Storage Usage

1.00GB

800.00MB

600.00MB

400.00MB

200.00MBE
0 < — e e

0 0 —_—
2020-09-23 2020-09-26 2020-09-29
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In the VM Backup Details section, you can have the following statistics reports:
Number of restore points and a pie chart of restore points by different backup technologies.

The total size of all backup data.
The line chart of storage usage per 1 week, 2 week or a month.
The backup schedules in calendar view.

Storage Reports

You can check the storage statistics reports from the Monitor Center > Reports page, under the Storage Reports

tab.

2 VM Reports &% Storage Reports

Export Reports

& Storage Overview

Storage Usage

No. Node Name AP Storage(s) Capacity Free Space Usage
1 backupservervinchin  192.168.64.100 8 13.97TB 13.96TB 0.1%
2 backupnode.vinchin - 192.168.84.101 0 - - 0%
Page < 1 > of 1| View 10  w records|Total 2 record(s)

) Used Space [ Free Space
Storage Status

backupnode.vinchin
(192.168.84.101)

backupserver.vinchin
(155168 84.100)

0GB  2000GE 4000GB GOOOGB GODDGE 10000GE 12000GE ) )
@ Crline [l Offline [} Unmounted (il Out of Space

) Free Space

In the Storage Overview section, storages on all backup nodes will be displayed here.

|l Storage Statistics

Recent 1 Week v Total Usage: 1.58GB  Daily Average Usage: 0.23GB

0.8GB 4
0.6GB o
0.4GB o

0.2GB

0GB ? i 0 l
2020-09-23 2020-09-24 2020-09-25 2020-09-26 2020-09-27 2020—‘09728 2020*‘09729

In the Storage Statistics section, you can have the reports of total storage usage and daily average usage. And a line

chart of storage usages per 1 week, 2 weeks, 1 month, 2 months or 3 months.
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System

On the Monitor Center > System page, users can monitor system status and check detailed system info.

System Monitor

System Monitor screen displays the detailed information of system resources overhead. Including CPU usage,

memory usage, system load, network flow, disk BPS and IOPS.

@ System Monitor £ System Info

Node: Master Node(172.18.1.10) v TimeFrame Real-time Q3 Alert Settings
CPU Usage ® Memory Usage 4 System Load ®
100 % 100 % 1

80% 80% 0.8

60 % 60 % 0.6 k\

40% 40% 04 J\WA\J‘\\}M" mVﬁ\/JLv'V' V\~}

20% 20% 0.2 \J \\/

0% = - 0% 0
02-1417:25:38 02-1417:28:09 02-14 17:30:40 02-1417:33:11 02-1417:25:38 02-14 17:28:09 02-1417:25:38 02-14 17:28:01 02-14 17:30:24 02-14 17:32:47 02-1417:35:1C
O cpu Usage 45 p O Load 1min (- Load 5min Load 15min
Network Flow [E4 BPS K4 10PS (4
350KB/s 700KB/s 40
300KB/s 600KB/s
250K8/5 S00KB/s o
200KB/s 400KB/s
20

150KB/s 300KB/s
100KB/s 200KB/s 10

50KB/s 100KB/s

KB/s [

OKE/s oo e Ao ‘
02-1417:2538  02-1417:28:11  02-1417:3045  021417:33:19
-O-emlin -O- eml out em2in -O-em2out -O-em3in -O- 4 13 B

0KB/s
02-14 172538 02-14 17:28:11
-O- sdawrite O sda read

0
)2-1417:25:38  02-14717:2801  02-1417:30:24  02-1417:3247  02-14 17:35:1C

O sdawrite -O- sdaread (- sdbwrite ~O- sdb read

In the Node dropdown list, you can select a backup node to monitor its system resources.

In the Time Frame dropdown list, you can select a time range or customize a time range to monitor the system
resource information, otherwise use the default option Real-time which will monitor the system resource

information of the last 10 minutes.

By clicking on the Alert Settings button, you are allowed to configure Vinchin Backup & Recovery to alert on the

system resource usage.
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Alert Settings

Alerts on - i ]

CPU usage at or above : 80 %
Memory usage at or above : 80 %
Root partition usage at or above : 80 %
Observation time : 5 minutes ~ o
Channel Silence Time : 3 hours hd o

By turning the Alerts option on, you can configure the thresholds for CPU, memory and root partition usage. Once
enabled, when the resource usage exceeded the given threshold, system alerts will be generated.
For each module, e.g., CPU usage, you can choose to display the usage of a single CPU core or multiple cores by

highlighting the CPU core icon.
CPU Usage 4

100 %
B0 %
60 %
40 %
20%

M‘—"M—W“—'““‘w‘*’ﬁ

0% T T T
02-14 17:34:09 02-14 17:36:40 02-14 17:39:11 02-14 174142
~)}= cpul Usage 415 p

Or if you wish to see a clearer graph, please click on the “Iicon on the top right of each module.

Vinchin Backup & Recovery v7.0 | Admin User Guide 242



CPU Usage

CPU Usage ]

02-14173929  02-1417:40:38  02-141741:47  02-14 1742556 02-14 17:4405  02-1417:45:13  02-14 174622 02-14 17:47:31

~O- cpu Usage vz p

Close

You can even try to zoom in a specific area by clicking on the Ul icon then select that area in the line graph, to zoom
out, you can click on the Ticon.

The o icon can reset all operations you have done on this screen of view.

The = icon and 2 icon can switch the graph view between line view and histogram view.

And by clicking on the ™ icon, you can capture and download the current graph as a .png image to your desktop.

System Info

On the System Info screen, users can view the operating system and hardware related information of Vinchin backup
server and node.
In the Basic Info section, users can view the operating system related information.

Basic Info
Hostname: localhost localdomain Processor Architecture: x86_64
Kernel Release: 3.10.0-1160.el7 x86_564 Operating System: CentOS Linux release 7.9.2009 (Core)

iSCSI Initiator (IQN): ign.1994-05.com.redhat:-f02dcd293bf2

In the CPU & RAM Info section, the CPU model, CPU counts, CPU core counts and RAM size will be displayed.
CPU & RAM Info

CPU Infa: 12 Intel(R) Xeon(R) Bronze 3104 CPU @ 1.70GHz

Total CPU Cores: 2

(=1

Cores per CPU:
Total Logic Cores: 12

Total RAM: 62.24GB

In the Disk & Root Partition section, all block devices connected to the Vinchin backup server/node will be displayed



here.

Disk & Root Partition

Type
disk
disk
disk
disk

disk

Vendor

DELL

DELL

HP

NETAPP

NETAPP

Modiel Version
PERC H330 Mini 427
PERC H330 Mini 427
MSA2312fc M110
LUN C-Mode 9910
LUN C-Mode 9910

Device Name

sda

sdb

sdc

sdd

Capacity

223GB

3.7TB

14678

800GB

800GB

Root Partition Size

Root Partition Used:

Percentage:

And also, the root partition size and root partition usage info will be displayed.

50GB

12GB

23%

In the NIC & HBA Info section, all the hardware related information of NICs and HBA interface cards will be displayed.

NIC & HBA Info

NIC Info

Broadcom Inc. and subsidiaries NetXtreme BCM5720 2-port Gigabit Ethemet PCle

Broadcom Inc. and subsidiaries NetXtreme BCM5720 2-port Gigabit Ethemet PCle

Broadcom Inc. and subsidiaries Netxtreme BCM5720 2-port Gigabit Ethemet PCle

Broadcom Inc. and subsidiaries Netxtreme BCM5720 2-port Gigabit Ethemet PCle

Intel Corporation 82599ES 10-Gigabit SFI/SFP+ Network Connection (rev 01)

Intel Corporation 82599ES 10-Gigabit SFI/SFP+ Network Connection (rev 01)

HBA Info

QLogic Corp. ISP2532-based 8Gb Fibre Channel to PCI Express HBA (rev 02)

QLogic Corp. ISP2532-based 8Gb Fibre Channel to PCI Express HBA (rev 02)

Name

host15

host16

Device Name

p2p1

p2p2

Model

QLE2562

QLE2562

MAC Address

18:66:da:f2:a8:dc

18:66:da:f2:a8:dd

18:66:daf2:a8 de

18:66:da f2:ag df

90:e2'barb3:7d'62

90.e2:bab3.7d:63

WWN

0x21000024714119aa

0x21000024714179ab

Speed
1000Mbps
-1Mbps
-~1Mbps
-~1Mbps
~1Mbps
-1Mbps

Speed

& Gbit

unknown

As for the interface speed, only the interfaces which has connection will display the actual speed.

Vinchin Backup & Recovery v7.0 | Admin User Guide

Status
up
down
down
down
down

down

Status
Online

Linkdown
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F5, Block 8, National Information Security
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P.C.610041

Sales
Tel: +86-135-5029-3426
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Support
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