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Summary

Product Overview

Vinchin Backup & Recovery is an easy-to-use, secured and reliable virtual machine data protection software
designed to support multiple hypervisors including VMware vSphere, Microsoft Hyper-v, Citrix XenServer, RedHat
Virtualization and open-sourced KVM under different virtual environments. It is an image-based agentless backup
product which can be seamlessly integrated with your existing virtualization environments.

Vinchin Backup & Recovery supports Web Ul management which allows users to manage & monitor any of their
backup/restore tasks on either PC, mobile or tablet device. Flexible backup schedules set by daily, weekly, monthly
let the backup jobs run as scheduled without system manager. All you need to do is to pre-set the job schedule
when first running the software. Meanwhile, the Retention Policy helps users “save the valid” and “delete the
expired” backed up data, so as to ensure the continuous operation of the backup tasks and same time save data
repository space. When a disaster occurs cause the damage of the virtual machines, you only need to choose the
latest restore point and specify a target host to restore to, the virtual machines will be recovered to the pre-
disaster status. To help the administrators monitor and review their backup & restore jobs, Vinchin Backup &
Recovery supports current jobs view, history jobs review, and system logs review & management etc.

Key Features

® High Compatibility: Supports VMware, Hyper-v, XenServer, RHV/oVirt, OpenStack, Sangfor HCI, Inspur and
Huawei FusionCompute virtual platforms.

® Agentless Backup: No need to install any agent on guest OS, Vinchin Backup & Recovery system directly
protects VMSs on hypervisor-level, leads non-consumption of OS resources. Thus to reduce VM deployment
and maintenance workload.

® Smart Backup Strategy: Flexible & smart backup strategies help to do backup & restore jobs as scheduled
according to your actual demands in different scenarios.

»  Time granularity of full backup, incremental backup and differential backup can be set to minute-level.
Which means your backup job can be automatically repeated every xxx hours/minutes/seconds.

»  Multiple VMs can be backed up and restored concurrently under virtual environments.

»  CBT and valid data comparison technology realizes valid data backup in VMs, and minimizes the backup
time.

»  Use bank grade AES encryption to secure the transmission of VM backups. Also support data
logic/physical isolation.

® Deduplication & Compression: In-built data deduplication and compression at backup destination can reduce
backup size and save repository space.



LAN-Free Data Transfer: Using LAN-Free to backup and restore VMs under SAN environment helps speed up

backup and recovery time, lower the production system load.

BitDetector: Detect and skip unnecessary data including swap files and un-partitioned disk space when doing
backup. So that to reduce the total backup size, speed up data transfer as well as save backup storage space.

Specify certain VM disk to backup and restore: If a VM has multiple disks, you can select certain disk to back

up and restore, no need to backup/restore them all.

Copy VM backups to offsite: The local backup data can be copied to offsite storage regularly. The backup data
can be stored in multiple copies to increase the security of backup data.

Granular file-level restore: Restore any single file from any restore point, no need to restore the entire VM,

saves IT manager time and works.

Instant VM Recovery: Instant VM Recovery helps to recover TB sized VMs in 15 secs, all business recovery in 1
min, minimized the break-off time of critical businesses.

Quick-verify Recovery Availability: Recovering the VM backups to Data Verification Area (which is isolated

with Business Area) by Instant VM Recovery helps to quick-verify the availability of backed up data.

Full VM Recovery: When any damage or mistaken-delete happens to the backed up VM, you can fully restore
it from any backup point in time rather than just "the latest backup point".

Live Migration: After instantly recovering, the VM can be synchronously migrated to the production area via
virtualization platform live-migration or Vinchin Backup & Recovery's live migration function without

effecting the normal operation of your business.

Platform Support

Vinchin Backup & Recovery supports for the following virtualization platforms:

>
>
>
>
>
>
>

>

VMware vSphere: 40 41 50 51 55 6.0 65 6.7 vSANG6.x

Microsoft Hyper-V: 2012 2016

Citrix XenServer: 56 6x 7x 8.0

RedHat RHV/oVirt: 4.0 4.1 4.2 43

OpenStack mitaka + Ceph

Sangfor HCI: 5.0 5.2 5.3 5.8.x

Inspur InCloud Sphere: 4.0 4.5

Huawei FusionCompute: 5.0 5.1 6.0 6.1



System Login

Install the Vinchin Backup & Recovery in your virtual environment by following “Quick Installation Guide”. Then
you are able to access the below Vinchin Backup & Recovery Web Ul Login Portal by entering corresponding IP
address (e.g. http://192.168.65.66) via web browser (Google Chrome is recommended).

Default username: admin
Default Password: Admin@3R

vinchin

Vinchin Backup & Recovery

admin

Il Remember password
Download Backup Plug-in
Login ®

Forgot password?

You can contact the administrator to reset your
password

Copyright © 2019 Vinchin build: 5.0.0.7645

Note:

1. If you forget your password:
Operator/Auditor, please contact your administrator to reset your password.
Administrator, please contact Vinchin Support Team to reset your password.

2. Only VMware requires no installation of backup plug-in. If you are using any other virtual platform, please
download “Backup Plug-in” from here and install it on each host that you need to protect.


http://192.168.65.66/

Home Page Overview

vinchin

{» Home

100%

20%

300KB/s
200KB/s
100KB/s

OKB/s

Dashboard

Server Time

20190923
11:50:49

& Backup Node
CPU Usage

® Memory Usage

3day(s)

20.3
hou

Network Flow

0%
11:47:04 11:48:03 11:49:01 11:50:00

Total Uptime

20%

0%
11:47:04  11:48:03

1

Master Node(192.1

Total Backup

955GB

11:49:01  11:50:00

-

& Virtual Infrastructure i

® Protected VM(s)

1.6% 5
Host(s): 7
VM(s): 311

@ Current Job

£ admin ~

& Backup Storage

® Storage(s)

87.5% 2

Free: 524.96GB
Total: 599.7GB

at RHVIOvirt Backup3 Pending
Next Run 2019-09-27 23:00:00 4 day(s) later
Stopped
[[@] | BckurIRednat RHVi Stopped
Bl 2 VMI(s) | 4 Run(s) Run —
[ BackupISANGFOR HCI Backup Stopped
Bl 1VM(s) | 2 Run(s) | Next Run —
D History Job ) reco
[ Backup]Redhat RHV/Ovirt Backup3 success
Besd 1VM(s) | 45GE | Duration 00:05:46 | Finish Time 11:50:46, 09-23-2019 2 day(s) ago

[fg] | BackueIRednat RiviOvir Backupa

1VM(s) | 40GB | Duration 00:01:20 | Finish Time 11:50:46, 09-23-2019

@ [ Backup]Redhat RHV/Ovirt Backup3

1VM(s) | 40GB | Duration 00:04:20 | Finish Time 11:50:46, 09-23-2019

11:49:33

11:49:42  11:49:51 114957 11:50:06 11:50:15  11:50:22  11:50:31  11:50:40  11:50:47

“Server Time” is your Vinchin Backup server current time.

[ I RHV/Ovirt Backup3
= 1 VM(s) | 40GB | Duration 00:00:52 | Finish Time 11:50:46, 09-23-2019

“Total Uptime” is the system running time from the initial start-up to present (now).

“Total Backup” shows the accumulative backup size from the first backup to the latest backup.

“Virtual Infrastructure” shows the number of protected VMs and hosts.

“Backup Storage” shows the status of all storage devices you mounted to Vinchin backup server.

“CPU Usage” shows the CPU usage of the Vinchin backup server.

“Memory Usage” shows the memory usage of the Vinchin backup server.

“Network Flow” shows the real-time network traffic of the Vinchin backup server.

“Current Job” shows the latest current job info, click “===“to review the current job details at “current Job” page.

“History Job” shows the latest history job info, click “===“to review the history job details at “History Job” page.

Getting Started

Only VMware vSphere and Huawei FusionCompute requires no installation of backup plug-in. If you are using any
other virtual platform, please install the corresponding backup plug-in on each host before using Vinchin backup

server, details please refer to Install Backup Plug-in.

Upload Vinchin Backup & Recovery licence.key, details please refer to System License.



vinchin

0, admin ~
Hor
Monitor
1 Usemame @ -—
Download Thumbprint & Upload License
(i Edition : Enterprise
£ License : @ License your system
@ Expiration : 2019-10-20 16:18:52 Unlicensed system is not allowed to perform any backup/ restore job, please follow the
instructions below to get the system license
1. Download thumbprint file
License Type : CPU Socket(s) - R .
2. Send thumbprint file to support@vinchin.com to get a license key
Number of Hosts :
m 3. Upload the license key to the Vinchin Backup & Recovery system.
Numer of Vs : = 4. If you've already got the license key, please upload it to get your system licensed
Add a storage location as backup and copy repository, details please refer to Storage.
£, admin ~

Storage

< Storage List

@ Edit o it s

Storage Name Type Mount Node
Local Disk1 Local Disk localhost.localdomain(192.168.65.42)
Local Disk2 Local Disk  localhost.localdomain(192.168.65.43)

EEEIC M Q Advanced search

Node Status ~ Capacity Free Space y Storage Status  Purpose

299.85GB  204.66GB [ Normal | Backup
299.856B  171.19GB [ Normal | Backup,Backup
Copy
Page 1 > of 1] View 10 v records| Total 2 record(s)

Add a standalone host or a virtual machine cluster which need to be backed up, details please refer to Virtual

Infrastructure.

vinchin

88 Resources

Virtual Infr

Virtual Infrastructure

& Virtual Infrastructure List

I~

No. I[P Address Name Platform Version

1 192.168.101.23 192.168.101.23 Microsoft Hyper-V Microsoft
Windows
Server
2016
Datacent
er

2 1921 4.2

=

192 168 64 206 Citrix XenServer 720

@
=
=3

Username

administrator

root

0, admin ~
Auto-refresh virtual infrastructure every 60 minute(s) B Save
LEEI M Q Advanced search
sync Time v Status Operation
2019-09-24 11:33:27 2 Sync

2019-09-24 11:33:03

Create a new backup job to protect the target VMs, details please refer to VM Backup/Restore.




vinchin

VM Backup

/> New Job

° Backup Source 2

Please select target virtual machine(s) to backup

Primary Strategy

2 VM Backup/Restore v

Select VIM(s) [ Hosts & Clusters
@ VMware vSphere
£ Redhat RHV/Ovirt
& SANGFOR HCI
Microsoft Hyper-V
€3 Citrix XenServer

Advanced Strategy

4

Selected VM(s)

0, admin

Review & Confirm



Monitor Center

Job

Current Job

After creating a new job (VM backup/restore), you can view and manage the new created job in the current job

page. All the basic information and status of the job will be shown in the current job list. You can start, stop, edit

or delete the job accordingly. Click “Monitor Center” — “Job” — “Current Job”.

vinchin

L. Monitor Center

Re

B B #©

Module

Redhat RHV/Ovirt
SANGFOR HCI
Redhat RHV/Ovirt

VMware vSphere

Job Type  Create Time v Status
Backup 2019-09-20 17:08:45
Backup 2019-09-19 16:34:37
Backup 2019-09-19 15:08:02
Backup 2019-09-19 15.06:58
Page

Speed Progress

Search NeWX ZULEL

[

Creator Operation

admin © Opions v
admin S Options v
admin © Opions v

1 of 1| View 10

Note: You can search the certain job by entering job name in the right top search bar.

Click “Options” to start or stop the certain job.

@ Current Job ‘D History Job

Job Name

Copy Job(Hyper-V)

Ixy-all open-Redhat RHV/Qvirt
Backupd

lxy-all closed-Redhat RHV/Qwirt
Backupd

Copy Job1

Microsoft Hyper-V Backup ( 22

12016 )

Microsoft Hyper-V Backup ( 22
H12012)

Note: If you want to modify the backup job, first please stop this job while it’s “Pending” or “Running”. Once its

Module

Copy

Redhat RHV/Ovirt

Redhat RHW/Ovirt

Copy

Microscft Hyper-V

Microsoft Hyper-

Job Type

Backup
Copy

Backup

Backup

Backup

Copy

Backup

Backup

Create Time v Status Speed

2019-09-24 10:23:23

2019-09-24 10:21:42

2019-09-24 10:20:07

2019-09-24 09:55:03

2019-09-23 17:30:08

2019-09-23 16:30:37

Progress

v records | Total 4 record(s)

M Q Advanced search

Creator

admin

admin

admin

admin

admin

admin

Operation

& Options v

]

S Options

p Start Full
I Start Incr.
! Start Diff

W Stop




status changes to “Stopped”, click “Options” — “Edit”, you can change any part of this backup job.

Ixy-all closed Redhat RHV/Ovirt | Redhat RHV/Ovirt Backup 2019-09-24 10:20:07 = = admin © Schedule ON

Backup4 p Start Full
Copy Job1 Copy Backup 2019-09-24 09:55:03 - - admin Iy Start Incr.

Copy = Start Diff.

Microsoft Hyper-V Backup ( 2 | Microsoft Hyper-V Backup 2019-09-23 17:30:08 - - admin

#2016)

. . . ) . # Edit

Microsoft Hyper-V Backup ( 2 | Microsoft Hyper-V Backup 2019-09-23 16:30:37 - - admin

202 ) Wl Delete
SANGFOR HCI Backupf SANGFOR HCl Backup 2019-09-19 16:34:37 |:| - admin
VMware vSphere Backup1 VMware vSphere Backup 2019-09-19 15:06:58 - - admin L] Options ~

Page « 1 > of 1] View 10 v records| Total 8 record(s)

Tip: Click job name you can view the job details

Click “ ”, you can review the schedules of this job.

@ Cumrent Job ' History Job

R Q Advanced search

Job Name Module Job Type Create Time v Status Speed Progress Creator Operation
Copy Job(H; Copy Backup 2019-09-24 10:23:23 - - admin
Copy
Ixy-all open-Redhat RHW/Qvirt Redhat RHV/Qvirt Backup 2019-09-24 10:21:42 = = admin O Options v
Backup4
Schedule Full Backup: Every Friday, 23:00:00 Start, Unrepeat

Retention Policy: 30 day(s)

Click the job name, you will see the job running details page as below:

vinchin £ admin
e ==
Ho law Job Flow @ Summary &% Storage 2 Strategy 88 Advanced
O Monitor Center - 1KB/s Job Name Ixy-all open-Redhat RHV/Ovirt Backup4
0.8K8/s Job Type Backup[Rednat RHV/Oviri]
Job
‘ 0.6KB/s. Job Status
0.4KB/s Total Size :
0.2KB/s Processed:
OKB/s Start Time:
11:41:18 11:41:57 114236 11:43:15 11:4354 1144333 11:45:12 114549
Duration

Job Progress

# Runlog CLJVMList

n Job success

n Deleting backup created snapshot

008_Disk1_2id16d43-357b-40b5-9900-7d1ec63915da’ backup data

008_Disk2_g8dc520( 0-4815-a676-068297171410° backup data

11



Click the top right “Back”, you can go back to the current job list.

If you preset the job as run at once, it will disappear from the current job list and system will remind you the job

has been finished. You can find it from the History Job page.

If you preset the job as run as scheduled, it will remain in the current job list as “Pending” after first time job

finished, and waiting for next run automatically.

History Job

Click “Monitor Center” — “Job” — “History Job”, all the performed jobs will be listed here for you to review the

history job running details and status. You can also delete any of the history jobs when necessary.

No. JobName  Module  Job Type
—_—
1 Microsoft Microsoft  Restore
Hyper-V Hyper-V
Restore1
2 Copy Copy Backup
Job(Hyper-V) Copy
3 Ixy-all open- Redhat Full Backup
Redhat RHV/Ovirt
RHV/Ovirt
Backup4
B Ixy-all closed- Redhat Full Backup
Redhat RHV/Ovirt
RHV/Ovirt
Backup4
5 Microsoft Microsoft  Differential
L J Hyper-V Hyper-V Backup

Creator Total Size

admin 60GB 2354GB  2354GB
admin 28.59GB 2859GB  2859GB
admin 50GB 227GB 227GB
admin 90GB 10.9GB 10.9GB
admin 20GB 92MB 92MB

Data Size Transfer Size Backup Size

23.54GB

2859GB

1556GB

10.9GB

38.72mB

:

Start Time
2019-09-24
10:38:49
2019-09-24
10:23:27

2019-09-24
10:21:46

2019-09-24
10:20:35

2019-09-24
10:11:56

End Time Status

2019-09-24
10:45:25
2019-09-24
10:31:00
2019-09-24
10:31:40
2019-09-24 |EEES
10:27:19
2019-09-24 Y
10:12:25

Note: If you delete any history job from the history job page, this job will also be deleted from corresponding current

job details “History Job” list.

vinchin

s Job Flow

O Monitor Center 1K8/s
0.BKB/s

0.6KB/s
0.4KE/s
0.2KB/s

OKB/s

154824 15:50:03

No. Job Type

1 Differential
Backup

15:50:42

155121 155200

'© History Job
Status Total Size
occecs IS

15:52:39

Data Size

5.13MB

155318 15:93:57

Transfer Size

5.13MB

6 Summary

Job Name
Job Type :
Job Status
Total Size
Processed
Start Time:

Duration

Backup Size

1.35MB

12

SANGFOR HCI Backup1

Backup[{SANGFOR HCI]

Start Time v End Time
2019-09-19 17:04:31 2019-09-19
17.07:24



Alert

Job Alert

Click “Monitor Center” — “Alert”, you are coming to the job alert page. In this page you will see each job running
alert including “Notice” “Warning” “Error”, you can also delete them as below:

vinchin 2 aomin «
EHome: 15, Job Alert
0 Monitor Center
TR SO s
0 No. Job Name Job Type  Alert Type  Alert Time v Description Mark Alert Details
1 Copy Job1 Backup 2019-09-28 12:12:00 Job success Details
Copy
2 Citrix XenServer Backup 2019-09-28 10:10:21 Job success Details
Backup1
3 Cilrix XenServer Backup 2019-09-28 10:03:08 Job stopped Details
Backup1
4 VMware vSphere Backup 2019-09-28 10:02:39 Job success Details
Backup2
5 VMware vSphere Backup 2019-09-28 10:00:45 Job stopped Details
Backup2
6 VMware vSphere Backup 2019-09-27 23:00:57 Job success Details
Backup1
7 VMware vSphere Backup 2019-09-27 17:46:28 Job success Details
Backup1

Page 1 of 1] View 10 v records | Total 7 record(s)

Note: Once deleted, the job alert is not recoverable.

New job alert is default marked as pending, if you have checked this alert and processed accordingly, you can mark
it as processed by clicking “Mark as Processed”. Click Details you can see the job alert details as below:

vinchin £ admin ~
Alert
Pt £3, Job Alert
O Monitor Center
 Mark as Processed All v Search e WLIENTE ELENY
Job
. No. Job Name Job Type  Alert Type  Alert Time + Description Mark Alert Details
1 Microsoft Hyper-V Restore 2019-09-24 10:45:25  Job success
Restoret
2 Ixy-all open-Redhat Backup 2019-09-24 10:31:40  Job success
RHVIQvirt Backup4
3 Copy Job(Hyper-V}) Backup 2019-09-24 10:31:00  Job success Details
Copy
Backup 4 Ixy-all closed-Redhat  Backup 2019-09-24 10:27:19  Job success Details
RHV/Qvirt Backup4

If it is an error alert, you can check the error info from “Log Info” as below, and download it by clicking “Download
Log”, send this log to support@vinchin.com to get a debug solution.



mailto:support@vinchin.com

0 Alert Details

@ Basic Inid | & Log Info

2019/09/20 17:35:04 [DEBUG]: begin scan virtual infrastructrue.
2019/09/20 17:35:04 [DEBUG]: begin scan virtual infrastructrue.

2019/09/20 17-:35:25 [DEBUG] task '9da887d1-b0c6-444b-b758-
85bf2156falc’ V-CBT is disabled ...

2019/09/20 17:35:27 [ERROR: 89%Read file error]: read depend
catalog item error, disk_path: /rhev/data-
centerfmnt/192.168.67.8:_root_nfs_ovirt2/1d4adfae-cfed-4bb2-b&f1-
fbde136fbcc7/images/309ad1a7-420a-41a8-9bba-
16d9727748b7/7d0b7509-c4c9-402c-b952-07268b3a8593
kvm/kvm_task cpp: 5734, CalDiffOrIncDiskBackupSizeKeepSnapshot

2019/09/20 17:35:27 [ERROR: 89#Read file error]: calcuate backup
vm's disk error, vin_name: centos777dddd, disk_path: irhevidata-
center/mnt/192.168.67 8:_root_nfs_ovirt2/1d4a8fae-cfed-4bb2-bf1-
fbde136fbceT/images/30%ad1a7-420a-41a8-9b5a-
16d9727748b7/7d0b7509-c4c9-402¢-b952-07268b328599, disk_dev
309ad1a7-420a-41a8-9b5a-16d9727748b7. kvm/kvm_task cpp: 4991
CalDiffOrincVmBackupSize

Comnir |

httpsi//192.168.65.42/7alarm*loginfo_tab

System Alert

Click “System Alert”, you are coming to the system alert page. In this page you will see system running alert
including “Notice” “Warning” “Error”, you can also delete them as below:

vinchin . admin ~
Alert
Home £ Job Alert | f& System Alert
O Monitor Center
el + Mark as Processed Al Al Q Advanced search
o0 No.  AlertType  Alert Time , Description Mark Alert Details
1 2019-09-23 18:13:55 Backup node 'localhost localdomain[192.168.65.43]'exception,[#184]Service in Details

backup node is restarted, stopped or interrupted

2 2019-09-19 14.48:59 Backup node 'localhost localdomain[192. 168 65 43]exception,[#184]Service in Details
backup node is restarted, stopped or interrupted

3 2019-09-19 14:30:36 Backup node ‘localhost localdomain[192.168.65 42] exception,[#184]Service in Details
backup node is restarted, stopped or interrupted

Page < 1 > of 1] Miew 10 v records|Total 3 record(s)

Note: Once deleted, the system alert is not recoverable.

New system alert is default marked as pending, if you have checked this alert and processed accordingly, you can
mark it as processed by clicking “Mark as Processed”. Click Details you can see the system alert details as below:
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vinchin

He £3. Job Alert

« Mark as Processed

& System Alert

O Monitor Center

No.  AlertType  Alert Time

1 2019-09-23 131355
2 2019-09-19 14:48:59
3 2019-09-1914:30 36

L Alert Details

AlertID :
Alert Type ©
Alert Time

Description

Mark

Processed by :
Processed at
Email Notification:

SMS Notifications:

Log

Job Log

N admin ~

All Al Q Advanced search

v Description Mark Alert Details
Backup node 'localhost localdomain[192 168 65 43 exception [#184]Service in Details
backup node is restarted, stopped or interrupted
Backup node 'localhost localdomain[192. 168.65.4 3] exception,[#184]Service in Details
backup node is restarted, stopped or interrupted
Backup node 'localhost localdomain[192.168.65.42] exception [#184]Service in Details
backup node is restarted, stopped or interrupted

Page « 1 > of 1] View 10 v records| Total 3 record(s)

2019-09-23 18:13:55

Backup node

'localhost localdomain[192.168.65.43]exception,
[#184]Service in backup node is restarted,
stopped or interrupted

admin

2019-09-24 14:35:14

T

Click “Monitor Center” — “Log”, you are coming to the job log page, here has listed all the job logs details
including job running status, time and description etc. You can choose target job logs to delete.

15



vinchin £ admin ~

Home -
O Monitor Center
LSS Q, Advanced search

No. Job Name Module Job Type  User  Time v Status  Description

1 Microsoft Hyper-V/ Microsoft Hyper-V Restors admin  2019-09-24 10:38:48 m Job "Microsoft Hyper-V Restore1'has been created
Restore1

2 Copy Job(Hyper-V) Copy Backup admin 20190924 10:23:23  [EEEE]  Job ‘Copy Job(Hyper-VJhas been created

Copy

3 Microsoft Hyper- Microsoft Hyper-V Granular admin | 2019-09-24 10:22:37 m Job "Microsoft Hyper-VGranular Recovi has been
VGranular Recovery1 Recovery deleted

4 Microsoft Hyper- Microsoft Hyper-V Granular admin | 2019-09-24 10:22:34 M Job "Microsoft Hyper-VGranular Recovi has been
VGranular Recovery2 Recovery deleted

5 Ixy-all open-Redhat Redhat RHV/Ovirt Backup admin | 2019-09-24 10:21:42 m Job 'lxy-al n-Redhat RHV/Qvirt Backup4'has been
RHV/Ovirt Backupd created

6 Ixy-all closed-Redhat Redhat RHV/Qvirt Backup admin | 2019-09-24 10:20:07 m Job 'Ixy-all edhat RHV/Ovirt Backupd'has
RHV/Qvirt Backup4 been created

7 Redhat RHV/Qvirt Redhat RHV/Ovirt Backup admin  2019-09-24 10:15:32 m Job ‘Redhat RHV/Qvirt Backup3' has been deleted
Backup3

8 Redhat RHV/Qvirt Redhat RHV/Ovirt Backup admin | 2019-09-24 10:14:21 m Job 'Redhat RHV/OQvirt Backup1' has been deleted
Rl

/192.168.65.42/content/platform/logs/logs.php

Note:
1. You can search a certain job to delete by entering the job name via the top right search bar.

2. Once deleted, the job log is not recoverable.

System Log

Click “System Log”, you are coming to the system log page, here has listed all the system logs details including
status, time and description etc. You can choose target system logs to delete.

vinchin 52 admin ~

Home

O Monitor Center

LEE M Q Advanced search

No. User Time v Status Description

1 admin 2019-09-24 14:36:15 [ Normal | System login success

2 admin 2019-09-24 14.:28:35 [ Normal | System login success

3 admin 2019-09-24 14:27:16 [ Normal | System login success

4 admin 2019-09-24 14:24:36 [ Normai | System lagin success

5 admin 2019-09-24 11:59:54 [ Normal | System login success

6 admin 2019-09-24 11:43:02 [ Normal | System login success

7 admin 2019-09-24 11:29:55 [ Normal | System login success

8 admin 2019-09-24 103948 [ Normal | System login success

9 admin 2019-09-24 10:35:03 m Personal information was changed
10 admin 2019-09-24 10:34:12 [ Norml | Personal information was changed

Page « 1 > of 10| View 10 v records| Total 94 record(s)

Note: Once deleted, the system log is not recoverable.
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If you want to download the system logs, you can click “Download System Logs”, then select backup node and

choose a system log file in a certain day to download.

vinchin £ adrmin +
Log

Home = JobLog E¢ SystemLog

O Monitor Center
& d System Logs CECI W Q Advanced search
o No. Time

User v Status Description
1 admin 2019-09-24 14:36:15 [ Normal | System login success
2 admin 2019-09-24 14:28:35 m System login success
3 admin 2019-09-24 14:27:16 m System login success

vnload Systemn Logs

Backup Node | localhost locald v

localhost localdomain(192.168.65.42)
Filename v Size Update localhost.localdomain(192.168.65.43)

system_log_2019-09-24 488 33KB 2019-09-24 14:40:41

system_log_2019-09-23 684 5KB 2019-09-23 23:59:12
system_log_2019-09-22 591.93KB 2019-09-22 23:59:06

system_log_2019-09-21 592 05KB 2019-09-21 23:59:59

system_log_2019-09-20 684.75KB 2019-09-20 23:59:52

system_log_2019-09-19 357.71KB 2019-09-19 23:59:39

> of 1] View 10 v records | Total 6 record(s)

Report

VM Report

Click “Monitor Center”-“Report”, you are coming to the VM report page, where you can review the VM backup

statistics, backup schedule and restore points details as well as storage spaces.

17



vinchin

Home

0 Monitor Center

No. Platform

1 VMware vSphere
2 Microsoft Hyper-V
3 Citrix XenServer
4 SANGFOR HCI

5 Redhat RHV/Ovirt

B VMware viphere
-
(@ Citrix XenServer
B SANGFOR HCI
() Redhat RHV/Ovirt

oft Hyper-V

vinchin
Wl Backup Details

H AlVMS

S i B Number of Restore Points

Full Backup
B Incremental Backup

Differential Back:

September 2019

Sunday

Storage Report

VM(s) Protected VM(s)
300 1

16 2

14 0

6 1

4 2

42

10
20

FullBackup ™ Incremental Backup

Monday

>

No. VM Name
1 win10_1903(62.116)

2 centos7_fromSCVMM2012

3 wing
4 win1d
5 centos?

] cenfos777dddd
7 centos_mod_nfs2
3 windews2008_2019_03_30_08_40_44

9 centos-mod

10 | centos7
Page
Data Size 2771.72GB
Used Space
Free Space
3185068 271.72GB
Differential Backup
Tuesday Wednesday Thursday

Click “Storage Report”, you will see the detailed info of backup storage usage.

18

Platform
VMware vSphere
Microsoft Hyper-V
Microsoft Hyper-V
SANGFOR HCI
SANGFOR HCI
Redhat RHV/Ovirt
Redhat RHV/Ovirt
Redhat RHV/Ovirt
Redhat RHV/Ovirt
Redhat RHV/Ovirt

1 > of2

Recent 1 Week

£, admin ~

Report

Restore Points Backup Size

24
8
8

View 10

v

63.82GB
148GB
28 59GB
4.66GB
841.15MB
1.65GB
21.81GB
31 11GB
977.41MB
1.05GB

v records |Total 11 record(s)

£, admin ~

VM Storage Usage

0
2019-09-18

Today RGN GESY

Friday Saturday



vinchin

Report

Home

0 Monitor Center

& Storage

& Storage

Overview

No. Node Name AP Storage(s) Capacity Free Space  Usage
1 localhost.localdomain  192.168.65.42 1 299.85GB 204.66GB 31.75%
2 localhost localdomain  192.168.65.43 1 290.35GB 113.93GE 62.01%
Page « 1 s of1] View 10 v records |Total 2 record(s)
1
localhostlocaldomain
(162.168.65.42)
localhostlocaldomain
(162.168.65.43)
| T
068 50G8  100GB 150G 200GB  250GB  300GE
Used Space Free Space
Ll Storage Statistics
Recent 1 Week v Total Usage : 277 72GB Daily Average Usage : 39.67GB
150G8
20GB
0GB
60GB
30GB
0GB - v
2019-09-18 2019-09-19 2019-09-20 2019-09-21

5, admin ~

Storage Usage

R

Used Space Free Space

Storage Status

B Online () Offine Unmounted (il Out of Space

=1
-]
i
]
=

2019-09-23



VM Backup/Restore

Install Backup Plug-in

Only VMware vSphere and Huawei FusionCompute requires no installation of backup plug-in. If you are using any
other virtual platform, please install the corresponding backup plug-in on each host before creating any backup or
restore job.

Go to Vinchin web Ul login page, click “Download Backup Plug-in”

vinchin

Vinchin Backup & Recovery

M Remember password
Download Backup Plug-in

Login®

Forgot password?

You can contact the administrator to reset
your password

Copyright © 2019 Vinchin build: 5.0.0.7645

Choose your virtual platform type together with corresponding version number and click “Download”

vinchin vinchin

Download Backup Plug-in Download Backup Plug-in

Platform Citrix XenServer

Version

Version

i.#
6.5/7.x/8.0
@© Back Download &

Platform Citrix XenServer Y

InCloud Sphere
OpenStack Compute
OpenStack Controller
Redhat RHV/Ovirt

Install/Uninstall Hyper-v backup plug-in:
Upload backup plug-in to Hyper-v host or SCVMM server, install it with administrator privileges (In SCVMM
environment, please use SCVMM domain user to install backup plug-in on both hyper-v host and SCVMM server)



Microsoft Hyper-V Backup Plug-in Install Wizard

To protect your Microsoft Hyper-V environment with Vinchin Backup Recovery, please install this
backup plug-in first.

Install

Iagree to the terms  EULA User-defined Instal

In the case of a failover cluster environment, you also need to modify the service's login name as a domain user
with local administrator rights and restart the plug-in service.

o Services - O >
File Action View Help

e | @ Ee=z HE »enn

. Services (Local) < Services [Local)
HypervBackupAndRecoveryService MName - Description Status Startup Type Log ™
] -.E,'(?‘;Host Metwork Service Provides su... Manual Loc
ﬁ:;:iﬁ;ie {,:(?‘;Human Interface Device Ser... Activates an... Manual (Trig... Loc
Rectart the service {5 HV Host Service Provides an ... Running  Manual (Trig... Loc
Q;H}rper—\f Data Exchange Ser... Providesa.. Manual (Trig... Loc
{,I(?‘;H}rper—\f Guest Service Inter... Provides an ... Manual (Trig... Loc
{,I(?;Hyper-‘-f Guest Shutdown S...  Providez a .. Manual (Trig... Loc
-.E};H}rper-‘-f Heartbeat Service Monitors th... Manual (Trig... Loc
Q;H}rper—\f Host Compute Ser.. Providessu.. Running  Manual (Trig.. Loc
.5_‘(? Hyper-V PowerShell Direct ...  Provides a .. Manual (Trig... Loc
{.‘;_*;Hyper-‘-f Remote Desktop Vi, Provides a p.. Manual (Trig.. Loc
-.E};H}rper—‘-fTime Synchronizat.. Synchrenize.. Manual (Trig... Loc
-J.“‘L?‘;H}rper—\f‘u‘irtual Machine M... Manageme.. Running Automatic Loc
{};Hyper-\f‘u‘olume Shadow C... Coordinates... Manual (Trig... Loc
; A Running  Automatic
-.E;?‘;IKE and Auth Start T .. Running Automatic(T.. Loc
{,'(?‘;Interacti\re S¢ Stop SE... Manual Loc
n.,'.‘,l(?;lnternet Con Pause E. Manual (Trig... Loc
-.E};IP Helper Resurme U.. Running  Automatic Loc
-Ee;lpsec Policy. Restart ro.. Running  Manual (Trig..  MNet
5L KDC Proxy Se ¥ S Manual Met
{.‘;?;KtmRm forC All Tasks * s, Manual (Trig.. Met v
£ >
Refresh

\ Extended ';{Standard/
Refreshes the current selection.



File Action View Help

e |@E = | : :
HypervBackupAndRecoveryService Properties (Local Computer) x
Services (Local) O i B
HypervBack General LogOn  Recovery Dependencies Status Statup Type Lo »
Logon as Manual Loc
() Lacal System account Manual (Trig...  Loc
Restart the s Bllows service o interact with desktop Running ~ Manual (Trig... Loc
Manual (Trig... Loc
(®) This account: | | Browse. .. Manual (Trig... Loc

| Manual (Trig... Loc

Manual (Trig... Loc
Confirm password: |"""""""' | Running  Manual (Trig... Loc
Manual (Trig... Loc
Manual (Trig... Loc
Manual (Trig... Loc

Password: | |

Running  Automatic Loc

Manual (Trig... Loc

Running  Automatic Loc

Running  Automatic (T.. Loc

Manual Loc

Manual (Trig... Loc

Running  Automatic Loc

Running  Manual (Trig... Met

Cancel Apply Manual Net
Manual (Trig...  Met v

£ >

\ Extended /(Standard /

Install/Uninstall XenServer backup plug-in:
Upload the backup plug-in to the root directory of the virtualized host
Install command: rpm —ivh vxe-backup-agent-xxxx.rpm

Preparing..
Updati '

Note: For pool environment, please install the backup plugin in every XenServer host under this pool environment.

Install/Uninstall RHV/oVirt, Sangfor HCI, OpenStack, InCloud Sphere backup plug-in:
Upload the backup plug-in to the root directory of the virtualized host

Unzip the plugin file command: tar —zxvf vinchin-kvm-backup-xxxx.tar

Unzip directory enter command: cd vinchin-kvm-backup-xxxx

Install command: ./kvm_backup_patch_install

Uninstall command: ./kvm_backup_patch_uninstall



root@cvknode: ~#
root@cvknode:~% 1s

vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86 654.tar.gz vmdata
root@cvknode:~#|tar -zxvf vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64.tar
.gz

vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/
vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/kvm_virt_server.service
vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/kvm backup_ service.service.de
bian

vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/kvm virt_server.service.old
vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/bin/
vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/kvm virt_server
vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/conf/
vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/conf/certificate.pem
vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/conf/kvm backup service.conf.
xml

vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/conf/private_key.pem
vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/coni/kvm virt_server.conf.xml
vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/kvm backup watch_dog.sh
vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/kvm backup_watch_dog.service.
debian

vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/kvm backup_service
vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/kvm backup_service.service
vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/kvm backup patch_uninstall
vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/kvm_backup_ service.service.ol
d
vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/kvm_virt_server.service.debia
n

vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/kvm _backup_patch_install
vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/1ib/
vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/1ib/libcurl.so.4.4.0
vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/1ib/libvirt.so
vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/1ib/libjsoncpp.sc.1.6.2
vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/1ib/libaudit.so.0
vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/1ib/libjsoncpp.so
vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/1ib/libaudit.s0.0.0.0
vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/1ib/libjsoncpp.sc.l
vinchin-kvm-backup-patch-4.0.3968-Ubuntu.12-x86_64/1ib/libvirt.sc.0.2004.0

root@cvknode: 0.
bin kvm_dackup patch_install kve_bdackup_service

conf Xvm osackup oatch_uninstall kvm backup service.service kvm backup service.service.old
_root@cvlmode:~/vinchin-kvm—backup—patch-4.0.3968-Ubum:u.12-x86_64;| ./kvr_kackup_patch_install ! I

Vinchin Backup & Recovery v5.0 | User Guide

Evm_backup_service .service.debian kvm backup watch_dog.s
¥kvm _backup watch_dog.s
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VM Backup

Virtual Machines

In the “Virtual Machines” page, you can view all the VMs which you’ve added into Vinchin backup server from

“Virtual Infrastructure”. Click “VM Backup/Restore” — “Virtual Machines”.

vinchin
Virtual Machines
Home = VM List
Moni
& VM Backup/Restore ~ No. VM Name .
1 5.0.0.75228 N (64217 ) -EED
i}
2 8_33_2019_09_10_20_30_09
3 855 2019_09_10_20_56_07
4 _CIFSEEEEE (67.5 ) HERETEAEGIE
agent
5 _CIFSEREEE (676 ) BIETERETVI2
6 _FTPiRZESE 67_13
7 _ISOR= (64.48)
8 _NFSEREEE (6710)
9 _NFSIRERS (67.8) %
10 _NFSEBEEE (679) %

https://192.168.65.42/content/vm/vmreport.php

Status.

Unprotected

Unprotected

Unprotected

Unprotected

Unprotected

Unprotected

Unprotected

Unprotected

Unprotected

Unprotected

Latest Backup

Backup Job

Page « 1

£, admin -

Export Excel Export CSV

EEUC M Q Advanced search

Restore Points Backup Size Operation

[

g
2
<

© Options v
© Options v
© Options v

> of 34| View 10 v records | Total 240 record(s)

You can manage the unprotected VMs, click “Options” under Operation, you can choose to add the VM to a

current running backup job, or choose to create a new backup job for this VM.

Virtual Machines

E VM List
No. VM Name 4 Status
1 5.0.0.75220& 46K ( 64.217 ) -==%  Unprotected
il
2 8_33_2019_09_10_20_30_09 Unprotected
3 8_55__ 2019_09_10_20_56_07 Unprotected
4 _CIFSHERESE (67.5 ) #MERETERAICIE  Unprotected

Latest Backup

Backup Job

Export Excel || Export CSV || Print ‘

LG Q Advanced search

Backup Size

Restore Points Operation

+ Add to current job

r* Create new job

Click “Add to current job”, you can choose a current backup job to add the target VM in as below:

+ Add VM to backup job

VM Name H3C CAS (79.30)

Add to Job * VMware vSphereBackup2

Add the VM to current backup job
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Click “Create new job” you can create a new backup job for the target VM.

Authorize Host

Before creating a VM backup job, you need to authorize the target hosts which you need to back up. Click “Resources”

— “Virtual Infrastructure”, choose the target virtual infrastructure you want to back up and click “Auth”.

vinchin

Virtual Infrastructure

€ Virtual Infrastructure List

m @ Edit | & Delete

No. IP Address Name Platform Version Username

1 192.168.101.23 192.168.101.23 Microsoft Hyper-V' Microsoft administrator
Windows
Server
R 2016

Datacenter

88 Resources

2 192.168.64.206 192.168.64 206 Citrix XenServer 720 root

3 192.168.101.15 192.168.101.15 Microsoft Hyper-V' Microsoft administrator
Windows
Server
2012 R2

Datacenter

£, admin

Auto-refresh virtual infrastructure every minute(s)
LG Q Advanced search

Sync Time + Status Operation
2019-09-24 14:33:28 All

Authorized Zsm

a8

B

2019-09-24 14:33:05 All Authorized 2 sync
2019-09-24 14:33:15 All Authorized

Q
£
2

i

Tick the hosts under this virtual infrastructure you want to backup and click “Authorize”.

L Host Authorization

Page < 1 > of 1] View 10 v records per page| Total 1 records

Host Authorization : Total 3, Authorized 0, Unauthorized 3

Host Name “ HostIP Virtual Infrastructure  Number of CPUs Status

localhost.localdomain 192.168.64.10

A If multiple hosts are managed by the same VM Manager. full authorization is recommended
If the virtual machine can drift under the cluster environment, when it drifts to unauthorized host, this VM backup job will be
failed!

192.168.64.10 2

J Add Host License
Add Host License success

K Host Authorization

Page 1 of 1| View 10 v records per page | Total 1 records

Host Authorization : Total 3, Authorized 1, Unauthorized 2

Virtual Infrastructure Number of CPUs Status

192.168.64.10 2

Host Name * HostIP

localhost localdomain ~ 192.168.64.10

A If multiple hosts are managed by the same VM Manager. full authorization is recommended
If the virtual machine can drift under the cluster environment, when it drifts to unauthorized host, this VM backup job will be
failed!

Note: If there’s no server in the virtual infrastructure list, please add a host or virtual cluster first.
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Create Backup Job

Step 1: Backup Source

Select the virtual machines you want to back up.
Click “VM Backup/Restore” -“VM Backup”, then you will see the virtualization infrastructure tree, expand the
infrastructure until you see the virtual machines. Tick any virtual machines you need to back up, they will be
showing in the “Selected VM” column. If you want to delete a selected VM, you can click “x” button in the right
column or directly un-tick this VM as below:
vinchin 2, admin
v—

/> New Job

o Backup Source 2 Primary Strategy 3 Advanced Strategy 4 Review & Confirm
& VM Backup/Restore v

Please select target virtual maching(s) to backup

Select VM(s) * i Hosts & Clusters v Selected VM(s

(Unautherized)TEST-vm-016 -+ CJ TEST_vm_010_2019_09_24_16_32_65f x|
(Unauthorized)TEST-vm-018
(Unautherized)TEST-vm-021
(Unautherized)TEST-vm-023
(
(

=)
-0
0
]
CJ (unauthorized)TEST-ym-025
CJ (unauthorized) TEST-vm-026
-1 3 (Unautherized)TEST-vm-028
0 0 test-vm-111
0 [ testfc
L= CITeST vm 010 2019 09 24 16 32 55
- (I TEST_vm_012_2019_09_24_16_42_19b

Note:
1. If you know the target VM name, or you know any related key words, you can directly search the VM in the

search bar.

2. Ifthe VM is already in an existing backup job, it will be highlighted in Green color. And it is un-selectable.

Select VM * *1 Hosts & Clusters v

B8 vMware vSphere
B[ 192.168.64.10
@5 Important Server
Nested Virtualization
7o test centos (79.12)

U g test Windows (79.11)

3. If you want to add multiple VMs in one backup job, you can only select multiple VMs from the same one

virtual platform.

Click the target VM, all the virtual disks under this VM will show up, you can choose to backup or not backup any

of the disks without having to back up all of them.



vinchin £ adrmin -
VM Badkup

A New Job

o Backup Source 2 Primary Strategy 3] Advanced Strategy 4 Review & Confirm

Please select target virtual machine(s) to backup

Select VM(s) * (B Hosts & Clusters v Selected VM(s)

LJ (Unauthorized)TEST-vm-021

CJ (Unautherized) TEST-ym-023 LA e 9 s ]

CJ (Unauthorized)TEST-vm-025

3 (Unauthorized)TEST-um-026 I 214-88cluster§T] TEST vm_010_2019_09_24 16 |
| %]

CJ (Unauthorized)TEST-ym-028
00 testvm-111
05 testfc
@ () TEST_vm_010_2019_09_24_16_32_55f

Note: Selecting VM disk to backup does not supported on OpenStack platform.

If your virtual infrastructure has been updated recently, click “Refresh” to update and sync the servers to Vinchin
backup server.

Select VM(s) * i Hosts & Clusters ~

B@ VMware vSphere
| G 192.168.64.21 I Refresh  Expand all  Merge all
E|° Citrix XenServer

Bﬁ E=IRERE 64.206 (Master Mode IP:192.168.64.206) Ref

Step 2: Primary Strategy

In the Primary Strategy page, there are two backup options available, “Backup at once” and “Backup as
scheduled”.

» Backup at Once

The backup job only perform one time. Choose “Backup at once”, then click “ %" to choose YY/MM/DD and

HH:MM:SS, then click “Next”, the backup job will be performed at the exact time for only once.
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Primary Strategy * Backup at once v
Start Time * x

January 2018 >
Su Mo Tu We Th Fr Sa

7 510 11 12 13

14 15 16 17 18 1% 20

wu
o

21 22 23 24 25 26 27

» Backup as Scheduled

The backup job repeats as scheduled.
Choose “Backup as scheduled”, then choose a Backup Strategy (Full Backup/Incremental Backup/Differential
Backup).

Click the selected strategy bar as below:

Primary Strategy * Backup as scheduled v

Schedule * Full Backup Incremental Backup Differential Backup @

« Full Backup (Every Friday, 23:00:00Start, Unrepeat) +

« Incremental Backup (Every Day 23:00:00Start, Unrepeat) T

You will see there are some schedule options, you can choose to repeat the backup job at any time in any day.

Primary Strategy * Backup as scheduled v

Schedule * Full Backup Incremental Backup Differential Backup @

« Full Backup (Every Friday, 23:00:005tart, Unrepeat) -

Monda Tuesda Wednesda! Thursda
Every Day Every Week Y y Y y
Friday Saturday Sunday
° Every Week
Start Time 23:00:00 o]
Every Month

Repea o

« Incremental Backup (Every Day 23:00:005tart, Unrepeat) r

The time schedule of backup job includes 3 types: Every day, Every Week and Every Month.

® Every Day schedule only needs to set Start Time as below:
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Primary Strategy * Backup as scheduled v

Schedule * Full Backup Incremental Backup Differential Backup €

« Full Backup (Every Friday, 23:00:00Start, Unrepeat)

« Incremental Backup (Every Day 23:00:005tart, Unrepeat)

° Every Day Start Time 23:00:00 (o]

Every Week Repeat (i)

Every Month

® Every Week schedule needs to choose which days to perform the backup job as below:

Primary Strategy * Backup as scheduled v
Schedule * Full Backup Incremental Backup Differential Backup €
« Full Backup (Every Friday, 23:00:00Start, Unrepeat) =+

« Incremental Backup (Every Monday, Wednesday, Friday, 23:00:00Start, Unrepeat) =

—— Every Week Monday Tuesday Wednesday Thursday
Friday Saturday Sunday

Start Time 23:00:00 (0]
Every Month
Repeat o

® Every Month schedule is similar with Every Week schedule, needs to choose which days to perform the backup
job, details as below:

Primary Strategy * Backup as scheduled v
Schedule * Full Backup Incremental Backup Differential Backup @

« Full Backup (Every Friday, 23:00:005tart, Unrepeat) +

« Incremental Backup (Every Month Day1, Day15, 23:00:005tart, Unrepeat) -

Every Day Every Month 1 2 3 4 s 5 7
8 9 10 1 12 13 14
Every Week 15 16 17 18 19 20 21
22 23 24 25 % | 27 28
@ Every Month 29 0 a1
StatTime  23:00:00 o) |

Repeat m [i]

Set the backup “Start Time” and choose whether to enable the “Repeat”.
“Repeat” means repeatedly perform the backup job every xx hours/minutes/seconds. Once enable the “Repeat”
option, you need to set the time of “Repeat Interval” and “Repeat End” accordingly.
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(Example: Choose Every Month schedule, and tick day 1 and day 15, set the Start Time as 7:00:00, and enable the
“Repeat”, Repeat Interval Time 2:00:00 and Repeat End Time 21:00:00. This schedule means on 1st and 15th of

each month, this backup job will start running from 7:00am, and it will repeat once every 2 hours until 9:00pm of
the day.)

Primary Strategy * Backup as scheduled v
Schedule * Full Backup Incremental Backup Differential Backup €
« Full Backup (Every Friday, 23:00:00Start, Unrepeat)

« Incremental Backup (Every Month Day1, Day15, 7:00:00Start, Repeat interval2:00:00, Repeat End21:00:00)

Every Day Every Month 1 2 3 4 5 6 7

8 9 10 11 12 13 14

Every Week 15 16 17 18 19 20 21

22 23 24 25 26 27 28
° Every Month 29 30 31
Start Time 7:00:00 (0]

Repeat m o

Repeat interval 2:00:00 (0]
Repeat End 21:00:00 (0]

“Incremental backup” is backup the changes made since the last incremental backup.

“Differential backup” is backup the changes made since the last full backup, every new differential backup relies
on the same full backup.

Note:

1. Full backup can be combined with either incremental backup or differencial backup, but incremental and
differential cannot be chosen at the same time. If you only select incremental backup or differencial backup
without selecting full backup, when first time starting this job, system will automatically execute a full backup.

2. For VMware, you can set incremental backup without full backup, after first time running this job with full
backup mode, it will turn into a forever incremental backup mode. For other virtual platforms, must have a full
backup mode.

3. ltis recommended to do a full backup each week/month and do an incremental backup every day.

It is recommended to set the backup schedule to run at night or in the wee hours of the morning.

Step 3: Advanced Strategy
> Backup Destination

Select a storage to store the backed up data. You can enable the “auto-select”, then the backup data will be
automatically stored to a prior storage. You can disable the “auto-select” to specify a storage for the backup data.
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© Backup Destination B Deduplication & Compression = Transmission Network [ Retention Policy BE Advanced Backup Mode

Auto-select Node l:m o

User-defined localhost localdomain(192.168.65.42) ¥

Auto-select Storage m (i)

If you have added multiple backup nodes as alternative backup storage, you need to select one node first. Click
the blue button to disable the “Auto-Select Node”, select one available node as below:

© Backup Destination | B Deduplication & Compression = Transmission Network [ Retention Policy 88 Advanced Backup Mode

Auto-select Node m o

User-defined localhost localdomain{192.168.65.42)
localhost localdomain{192.168.65.42)
Auto-select Storage - 34165654

If you prefer to specify a backup storage under this node, disable the “Auto-Select Storage” and specify a
selectable storage for this backup job.

© Backup Destination M Deduplication & Compression = Transmission Network ] Retention Policy B8 Advanced Backup Mode

Auto-select Node m o
User-defined localhost localdomain{192.168.65.42) v
Auto-select Storage I (i)
User-defined | Local Disk1({Local Disk, Capacity :299.85GE, Free Space:204.66C |

Local Disk1(Local Disk, Capacity :299.85GB, Free Space:204.66GB)

If you prefer to let the system select the prior storage, keep the “Auto-Select Node” or/and “Auto-Select Storage”
enabled.

© Backup Destination = B Deduplication & Comprassion = Transmission Network [ Retention Policy 88 Advanced Backup Mode

Auto-select Node m:l (i}
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© Backup Destination M Deduplication & Compression = Transmission Network [J Retention Policy 88 Advanced Backup Mode

Auto-select Node I:m o

User-defined localhost localdomain{192.168.65.42) ¥

Auto-select Storage m o

» Deduplication & Compression

Choose to enable/disable deduplication, compression and block size.

@ Backup Destination | 8 Deduplication & Compression = Transmission Network [ Retention Policy BS Advanced Backup Mode

Deduplication m (i ]
Compression m (1]

Block Size 1024 KB v (i ]

Deduplication: Enable it to delete the duplicated data, can reduce the total backup size.
Compression: Enable it to compress the backup data size, can reduce the total backup size.

Block Size (Only available for VMware): Choose a block size from 64KB to 2048KB, Backup data will be reorganized
as specified size. When enabling Deduplication, the duplicated data will be deleted as specified size. 1024KB is
default selected.

» Transmission Network

Data transmission mode and data encryption can be set in the transmission network option.

For VMware vSphere

© Backup Destination B Deduplication & Compression | = Transmission Network | {[J Retention Policy Ba Advanced Backup Mode

Transfer via LAN v o

Data Encryption
SAN (LAN-Free)
HOTADD (LAN-Free)

For Microsoft Hyper-v
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©® Backup Destination B Deduplication & Compression | = Transmission Network ] Retention Policy 88 Advanced Backup Mode

Transfer via LAN v (i)

For Citrix XenServer, Redhat RHV/oVirt, OpenStack

@ Backup Destination B Deduplication & Compression | &= Transmission Network = T Retention Policy B8 Advanced Backup Mode

Data Encryption m

Transfer via LAN ¥ i}

SAN (LAN-Free)

For SANGFOR HCI

oo p

© Backup Destination M Deduplication & Compression | = Transmission Network [ Retention Policy 8a Advanced Backup Mode

Data Encryption m

For Huawei FusionCompute

© Backup Destination B Deduplication & Compression = Transmission Network | [ Retention Policy 88 Advanced Backup Mode

Transfar via LAN A o

Data Encryption
SAN (LAN-Free)

LAN: Data to be transferred from production working area to backup area via LAN.

SAN (LAN-Free): Backup data to be transferred from production storage to backup storage via SAN. If you have pre-
set up LAN-Free, you can choose transfer via SAN to speed up the backup/restore. If you haven’t set up any LAN-
Free, you can refer to LAN-Free settings to set up the LAN-Free path first. If you have no SAN environment, please
choose LAN as transfer mode. If SAN transmission is not available, system will automatically switch to LAN.

HOTADD (LAN-Free): Use the VMware disk hot add feature to attach the target VM disk to Vinchin backup server

for data reading and writing.
Data Encryption: When data is transmitted over LAN, SSL is used to encrypt the transmitted data. Transmission

encryption adopts AES 256 encryption algorithm. When transmission encryption is turned on, the data transmitted
from backup source to backup storage will be encrypted, and ciphertext transmission will be adopted to guarantee
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the data security. The encryption transfer switch is off by default.

> Retention Policy

Backup retention policy is a policy to reserve backup data on disk according to number of days/restore points. Old
restore points out of date/over range will be auto-deleted.

For VMware vSphere, the retention policy is based on every single restore point no matter its full backup,
incremental backup or differential backup time point. It will lead a deletion of the furthest restore point when a new

restore point is generated. Retention Policy includes “Number of Restore Points” and “Number of Days”.

For other virtual platforms, the retention policy is based on full backup restore points. It will lead a deletion of the
furthest full backup point together with its corresponding incremental or differential backup points when a new full
backup point is generated.

Number of Restore Points: Restore points will be reserved according to number limitation.

R i | Mumber of Days: Saving data per the

[17]
(o]
[=]
1]
w
w
3
4]
]
w
w
%
3]
=

number of days.

Number of Restore Points: Saving data per
Retention Mode * Number of Restore Points | ¥ €9 | the number of restore points.

Data exceeded the specified number of
Restore Points * 30 -~ e days/restore points will be auto-deleted,
latest data will be saved.

Number of Days: Restore points will be reserved according to days limitation.

| Mumber of Days: Saving data per the

stion M Deduplication & Co ession & Transmiss = c Ku
- number of days.
Mumber of Restore Points: Saving data per
Retention Mode * Number of Days ¥ | the number of restore points.

Data exceeded the specified number of
Days ~ 30 - ™ days/restore points will be auto-deleted,
latest data will be saved.

» Advanced Backup Mode

Different virtual platforms have different options available in advanced backup mode.

For VMware vSphere



© Backup Destination M Deduplication & Compression & Transmission Network [ Retention Policy = 88 Advanced Backup Mode

Standard Snapshot Serial v o
Quiesced Snapshot I:m o
cr EH 0

BitDetector I:m

For Microsoft Hyper-v

© Backup Destination B Deduplication & Compression = Transmission Network {j Retention Policy = 88 Advanced Backup Mode

Standard Snapshot Serial v o

For Citrix XenServer

@ Backup Destination B Deduplication & Compression = Transmission Network [ Retention Policy =88 Advanced Backup Mode

Standard Snapshot Serial \d o

Incremental Mode ‘ SpeedKit v o

BitDetector

Quiesced Snapshot I:m o

For Redhat RHV/oVirt, SANGFOR HCI, OpenStack

@ Backup Destination M Deduplication & Compression = Transmission Network [ Retention Policy 88 Advanced Backup Mode

Standard Snapshot Serial A o

SpeedKit

o I
BitDetector l:m (i ]

For Huawei FusionCompute
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@ Backup Destination M Deduplication & Compression = Transmission Network

1 Retention Policy B8 Advanced Backup Mode

Standard Snapshot Serial v o
Quiescad Snapshot m o
BitDetector m (i ]
Standard Snapshot
v" Serial snapshot: taking snapshot of each VM in turn and complete transfer in turn.
v

Parallel snapshot: taking snapshot of all VMs concurrently and complete transfer in turn. It is necessarily to

be chosen when there's business relationship between the VMs or backup time consistency is required of all
the VMs.

Please set up advanced strategy for this job

Serial : Taking snapshot of sach
virtual machine and completing
transfer in turn.

@ Backup Destination 8 Deduplication & Compression = Transmission Network |

=

Parallel : Taking snapshot of all virtual

Standard Snapshot Serial v e machinels concurrenilzly and )
completing transfer in turn. It is not
recommended to be selected unless

Quiesced Snapshot Parallel @ || there' s business relationship
between the VMs or when time

CBT m e cons.istency of all backup datais
required. .
BitDetector m (i)
Skip Swap Files m | e
Skip Unpartitioned Space m | o

Incremental Mode

v' SpeedKit: SpeedKit is a Vinchin technology to improve the computing speed of changed blocks when doing
incremental backups. It is recommended to be selected if you want a faster backup.
Note: Once turn on SpeedKit, there will be always a snapshot remains in your production storage when doing
backup. But it won't affect your production environment. If you mind it, please turn off “SpeedKit”. Please
also note once turn off SpeedKit, your incremental backup speed will be much slower than turning on it.

v

Ordinary: When choose “Ordinary”, your incremental backup speed will be much slower.
Please set up advanced strategy for this job.

© Backup Destination B Deduplication & Compression = Transmission Network | SpeedKit is  Vinchin technology to Node
improve the computing speed of |
changed blocks when deing
Standard Snapshot Serial v © | incremental backups. Itis
recommended to be selected if you
Incremental Mode SpeedKit - o '| want a faster backup or \:\rl:\en CBT
| doesn' twork. (Precondition: Make
sure your storage space is large
Quiesced Snapshat Ordinary @ || enough)
BitDetector m o F)rdinary: Take more time to do
incremental backups.

Vinchin Backup & Recovery v5.0 | User Guide

36



Quiesced Snapshot

“Quiesced Snapshot” is a technology to keep file systems or applications on the VM in a consistent state via
application-awareness processing (e.g. VMware tools) before the VM snapshot is created. Applications on
Windows OS are required to support Microsoft VSS. If failed to take quiesced snapshot, system will take standard

snapshot.

Note: Please install tools before enabling the “Quiesced Snapshot”.

B Deduplication & Compression = Transmission Network ﬁﬁ Hi By enabling “Quiesced Snapshot” to ndl
keep file systems or applications on
the VM in a consistent state via

Standard Snapshot Serial v o application-awareness processing
(e.g. VMware Tools) before taking the
VM snapshot.

Quiesced Snapshot m o

Applications on Windows OS are

. m @| reauired to support Microsoft VSS.
i ﬂ If failed to take the quiesced
Bibetector i) snapshot, system will take standard
snapshot.
Exclude Swap Files m y

CBT

CBT (Changed Block Tracking), it is the underlying support technology for VMware to implement "incremental

backup". Enable “CBT” can help to improve the incremental backup speed.

Note: virtual machine version 7 and above shall support.

Please set up advanced strategy for this job.

© Backup Destination 8 Deduplication & Comprassion = Transmission Network {[j Retention Policy 85 Advanced Backup Mode

Standard Snapshot Serial v o
Quiescad Snapshot m
| Enabling "CBT" can improve speed
CBT m - of incremental backups. Virtual
machine version 7 or above supports.
BitDetector m

BitDetector

BitDetector is a Vinchin technology to improve backup efficiency and save backup storage space. Enabling
“BitDetector” you can choose not to backup swap files and unpartitioned space which might be useless or
unnecessary data for you.
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@ Backup Destination M Deduplication & Compression = Transmission Network j Retention Policy =88 Advanced Backup Mode

Standard Snapshot Serial

Quiesced Snapshot m

-
@

-]

CBT

BitDetector m:' o
Skip Swap Fies ol

Skip Unpartitioned Space m

-]

-

Step 4: Review & Confirm

After finish, you are able to review and confirm the settings. Click “Submit” if confirm, the backup job creation will
be completed.

vinchin 2, admin ~

« Backup Source « Primary Sirategy « Advanced Sirategy ° Review & Confirm
Home

nter

Flease review and confirm your configurations.
32 VM Backup/Restore

Job Name Citrix XenServer Backup1
i Default job name could be modified.
Backup Source
Backup Source EZAREEE 64 206/Quadric A2 Alike (r1.3.7)
Citrix XenServer VM Backup
Primary Strategy
Primary Strategy Backup as scheduled
B ata Schedule Full Backup (Every Friday, 23:00:00 Start, Unrepeat)

Advanced Strategy
Backup Destination Auto-select Node: OK

D i &C i D 1: OFF
Compression: ON

Transmission Network. Data Encryption : OFF Transfer via : LAN
Retention Policy 30 day(s)
Advanced Backup Mode: Quiesced Snapshot OFF Incremental Mode - SpeedKit Standard Snapshot - Serial

BitDetector: OFF

Note: You can change the Job name before submitting.

Perform Backup Job

After creating a new backup job, you will see this job in the “Current Job List”.
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vinchin

A, admin ~

Home & CurrentJob "D Histor

O Monitor Center  ~

Job Name Module Job Type Create Time » Status Speed Progress Creator Operation
art
| Citrix XenServer Backup 2019-09-24 17:41:55 - - admin © Options
]
(& | Rednat RHV/Ovirt Instant Recovery1 | Redhat RHV/Ovirt Instant 2019-09-24 17:29°48 [ Running | - - agmin © Options v
it
Recovery

Click “Options”-“Start xxx” to start this job. Then click the job name, you will see the job running details page.

vinchin 2 admin -
Job Details m
o 1 Job Flow @Summary & Storage £ Strategy 55 Advanced
ome
| Job Name Citrix XenServer Backup1
O Monitor Center TIE
samess Job Type Backup[Citrix XenServer]
30MB/s Job Status : | Running|
20MB/s Total Size 60GB
20MB/s Processed 3.47GB
1oMB/s Start Time: 2019-09-29 14:44:59
OKB/s ¢ T T T T T T T .
14:42:04 144243 144322 144401 144440 144515 144552 144620 Duration - 00:01:36

Job Progress

[ ] 5.78%

& RunLog &4 List "D History Job

-vcenter-2 (67.102 ) 0' data

Transferrin

/M'zer

center-2 ( 67.102 ) 'backup data
rcenter-2 (67102 ) " valid size is "19.50 GB'

H Finished to scan Virtual disk

On the top right are 4 main columns showing the job configuration info as below:

©®Summary & Storage B Strategy B Advanced @ Summary | & Storage | £ Strategy 8 Advanced
Job Name Citrix XenServer Backup1 Backup Node : localhost.localdomain
- 192.168.65.42
Job Type : Backup[Citrix XenServer]
Job Status - [Ruring | Storage : Local I;Jlsl-ﬂ (Local Disk)
Capacity:299.85GB, Free

Total Size : 108GB space:199.46GB
Processed: - Deduplication :

Start Time: 2019-09-24 17:44:28 Compression: 3

Duration : 00:00:08
O Summary & Storage | B Strategy | 88 Advanced O Summary & Storage 8 Strategy 55 Advanced
Create Time 2019-09-24 17:41:55 Standard Snapshot: Serial

Next Run: Incremental Mode: SpeedKit

Full Backup : Every Friday, 23:00:00Start, Quiesced Snapshot:

Unrepeat
BitDetector:

Incremental Backup : MA

Differential Backup : MIA

Retention Policy : 30 day(s)

Transfer via LAN

Data Encryption :

39



On the bottom left are another 3 main columns are Run Log, VM List and History Job.

Run Log: Records the current backup job running logs.

# RunLog CdwMList "D History Job

n Deleting backup created snapshot

Transfering vm centos_mod_nfs2's disk ‘centos_Disk1_39158433-1734-4{54-b4a2-5c¢90671bb73c’ backup data
transferring VM'centos_mod_nfs2'backup data

n vm ‘centos_mod_nfs2’ valid size is "10.90 GB’

n Finished to scan Virual disk

u Scaning progress... 100%

Capturing the disk bitmap, progress: 100%

Scaning the valid data of VM 'centes_mod_nfs2', disk ‘centos_Disk1_39158433-1734-4f54-bda2-5c90671bb73c

VM List: Shows the VM info in the current job, including VM Name, Job Type (Full Backup/Incremental
Backup/Differential Backup), VM Size, Data Size, Transfer Size, Backup Size (The real size that has been written to
the backup storage) , Speed, Progress, Status etc.

[# RunLog GJWVMList ' History Job

No. VM Name 4 Job Type Total Size Data Size Transfer Size Backup Size Speed Progress Status Description

1 centos_meod_nfs2 - - - - - - - -

History Job: Reviews all the history operations of this backup job.

# Runlog EJIWwMList *D History Job

No. Job Type Status Total Size Data Size  Transfer Size ~ Backup Size Start Time v End Time

1 Full Backup 90GB 10.9GB 109GB 10.9GB 2019-09-24 16:38:29 2019-09-24
16:42:24

2 Incremental 90GB 384KB 384KB 384KB 2019-09-24 16:33:59 2019-09-24
Backup 16:35:57

3 Incremental 90GB 128KB 128KB 128KB 2019-09-24 16:21:33 2019-09-24
Backup 16:23:17

4 Incremental 90GB 10.9GB 10.9GB 10.9GB 2019-09-24 16:15:30 2019-09-24
Backup 16:18:23

Note:

If the backup job has been set as “Backup at once”, after job running finished, you can find it in the History Job list.
If the backup job has been set as “Backup as scheduled”, the job will remain in the Current Job list and continue
backup job as scheduled. Once enable “Deduplication & Compression” when creating backup job, the Backup size
will be reduced while the backup speed will be slower as well.
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VM Restore

Create Restore Job

Step 1: Restore Point

Click “VM Backup/Restore” — “Restore”. Select a target VM restore point under your virtual infrastructure which
you want to restore. You can quickly find the target restore point by specifying backup node and selecting “Group
by VMs” or “Group by Restore Points” accordingly.

vinchin £ advin «
VM Restore
<& w Jo

Home A New Job

ST BT o Restore Point 2  Restore Destination 3 Restore Strategy 4  Review & Confirm
2 VM Backup/Restore v -

Virtual Machines Please select target virtual machine(s) to restore
Restore Point * All nodes v ) Group by VMs v Selected restore points

[5]-€) Redhat RHV/Ovirt

Ixy-all open-Redhat RHV/Ovirt Backup4
Ixy-all closed-Redhat RHV/Ovirt Backup4
Copy Retsore Job2(Backup Copy Data)
Copy Job3({Backup Copy Data)

Copy Job2(Backup Copy Data)

Redhat RHV/Ovirt Backup1(Job has been deleted )
[C]- &8 Microsoft Hyper-v

Copy Retsore Job1(Backup Copy Data)
Copy Job(Hyper-V)(Backup Copy Data)
Microsoft Hyper-V Backup ( 8412016 )
Microsoft Hyper-V Backup ( £%12012 )
[ & SANGFOR HCI

(SRl == PP SRR VI V2 SR SR

A Restore Point has been marked with the name of a backup job. Each backup job name has displayed the backup
time point and backup type (full backup/incremental backup/differential backup) for users to recognize and select.

Choose one restore point under each virtual machine, click “Next”:

Restore Point = All nodes v O Groupby VMs  ~ Selected restore points

[=165 Redhat RHV/Ovirt (O 2019-09-24 16:34:26 (Increment. 3
E| Ixy-all cpen-Redhat RHV/Ovirt Backup4
|:|C| windows2008_2019 08 30 _08_40_44

|E|--.'C—j 2018-09-24 14:30:41 (Full Backup) I
e ]Q—J 2019-09-24 15:18:23 (Incremental Bacl
.. 1{% 2019-09-24 15:21:31 (Incremental Bacl
I g@ 2019-09-24 16:34:26 (Incremental Bacl I
L ]x:} 2019-09-25 10:00:32 (Full Backup)

(J windows2003 2019 08 30 08

Note: You can choose multiple virtual machines to restore at once. If one virtual machine has multiple restore
points, you can only choose one point to restore at once.



Restore Point * All nodes v DGroupbyws v Selected restore points

5 Redhat RHV/Ovirt
El Ixy-all open-Redhat RHV/Ovirt Backups
EQ windows2008_2019_08_30_08_40_44

=@ (5 2019-09-24 14:30:41 (Full Backup)
: D@ 2019-09-24 15:18:23 (Incremental Bac
D@ 2019-09-24 15:21:31 (Incremental Bacl
: @@ 2019-09-24 16:34:26 (Incremental Bac
----- D@ 2019-09-25 10:00:22 (Full Backup)

2019-09-24 16:34:26 (Increment |3

windows2008_2019 08 30 08 .

2019-09-24 10-20-54 (Full Backup

SNCHINENC!

centos_mod_nfs2

1

—:|-- Ixy-all closed-Redhat RHV/Ovirt Backup4
- tos mod nfs?

-Q@ 2019-09-24 10:20:54 (Full Backup)
--D@ 2019-09-24 16:38:42 (Full Backup)

Step 2: Restore Destination

Select Target Host: Select a target host where you want to run the restored VMs.

Select a host where to run the restored VMs

Target Host * EH@ 192.168.64.10
& [ 192.168.64.10

Unfold the virtual infrastructures to select a host where to run the restored VM

Unified Configurations * m (i}

VM Configurations * LA test windows ( 79.11 ) _2017-12-25 16:36:20

Unfold any VM to modify corresponding configuration info

After restored, the VMs will run on the selected host.

Note:

1. For OpenStack virtual platform, please select target tenant instead.

2. If the host is offline, you can not select it as restore destination.

3. If the host is unauthorized, you still can select it as restore destination.

Unified Configurations: Enable this function you can set multiple VMs' storage, network information, and choose

whether to power on the target VM(s) after restoring.
Select a host where to run the restored VMs

Target Host * EH@ 192.168.64.10
L@ [ 192.168.64.10

Unfold the virtual infrastructures to select a host where to run the restored VM

Unified Configurations * m (5]
Restore to * Auto-select v
Connectto * Auto-select v
Power on target VM after restoring * m
Please keep the original backed up VM powerofi after enable this function.

VM Configurations * G test windows ( 79.11 ) _2017-12-25 16:36:20

Unfold any VM to modify corresponding configuration info
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Single VM Configurations:

Name & Status: Select a target VM, you can rename it and pre-set its storage, network information details.

VM N L test WS

(79.11) 2017-12-25 16:36:20

Nameé&Status

Storage

Network

Restored VM Name : =

Power on the VM after restoring*

Unfold any VM to modify corresponding configuration info

Note: When renaming the VM, make sure there’s no special characters. Any combination of letters, numbers and

underscore characters are recommended.

Storage: When a virtual machine has multiple disks, you can choose target disk to restore without having to

restore all the disks on the virtual machine.

If choose Auto-select in the “Storage”, the system will automatically choose the biggest storage space. If all the
storages are out of free space, the restore job will fail, and system will remind insufficient space.

WM Configurations =

& centos7_2019-09-28 10:01:34

Name & Status

WM Disk Total Size Restore To Disk Type
Storage localraids 7
IplrEr 1 8GB Auto-select v Qriginal v
centos7/centos7.vmdk
Network

Expand any VM to modify corredponding configuration info

Auto-select
214-88clusterST(VMFS, Capacity :5TB, Free Space:260.42GEB)
214-88 1SCSI 500G(VMFS, Capacity :499.75GB, Free Space:418.55G
214-BBclustersT(VIMFS, Capacity ‘6TB, Free Space 264 24GB)

For VMware and Hyper-v, you can choose disk type: same as original, thick provision lazy zeroed, thick provision

eager zeroed or thin provision.

VM Configurations =

Note:

& centos7_2019-05-28 10:01:34

Name & Status

WM Disk
Storage [localraids 7T]
o centosT/centosT.vmdk
Network

Expand any VM to modify corresponding configuration info

Total Size Restore To

Disk Type

Auto-select v Original v

Original
Thick provision lazy zeroed

Thick provision eager Zeroed
Thin Provision

1. If you don’t restore the OS disk, there will be no operating system in the restored VM, you need to re-install a

new operating system or mount the data disk to another VM to use.

2. For OpenStack,

select disk to restore is unsupported.

You can also choose where to connect the VM network interface to after restoring.

Vinchin Backup & Recovery v5.0 | User Guide

43



VM Configurations =

Name&Status

VM Network Interface MAC Address Remain MAC ‘Connect To

Storage Network adapter 1 00:50-56:87:00:be Auto-select v

Network

Unfold any VM to modify corresponding configuration info

If there’s already a VM with the same MAC address in the restored host or vCenter environment, tick “Save MAC”

will be invalid, instead, a new MAC address will be generated. If you want to save the MAC, you need to delete the
VM which has the same MAC, or modify the mac address.

WM Configurations * L windows2008_2019_08_30_08_40 44 2019-09-25 10:00:32

Name & Status

VM Network Interface  MAC Address Save MAC Connect to

Storage

nict 56:6fa8:54:00:00 Auto-select ¥

Metwork

Expand any WM to modify corresponding configuration info

Step 3: Restore Strategy

Choose “Restore at once” or “Restore as scheduled”:

Restore Strategy *

Restore as scheduled

Schedule *

Restore at once
Restore a eduled

Start)

Every Day Fvery Week Monday Tuesday Wednesday
Thursday Friday Saturday
@ every week
Sunday
Every Month
Start Time 23:00:00 (o]

If choosing “Restore at once”, the restore job will start running after created. If choosing” Restore as scheduled”,
you need to set restore schedules. After done, the job will run as scheduled.

Note: Restore as schedule is not recommended if no special circumstances, restoring too many VMs will occupy
production resources.

Choose transmission network in the “Advanced Strategy”:

For VMware vSphere
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Advanced Strategy * Transmission Network

Transfer via

Data Encryption
SAN (LAN-Free)
HOTADD (LAN-Free)

For Microsoft Hyper-v

Advanced Sirategy * Transmission Network

Transfer via LAN v

For Citrix XenServer, Redhat RHV/oVirt, Inspur InCloud Sphere

Advanced Strategy - Transmission Metwork

Transfer via

SAN (LAN-Free)

For Huawei FusionCompute

Advanced Strategy * Transmission Network

Transfer via

Data Encryption

For Sangfor HCI, there’s no “Advanced Strategy”, data is transferred via LAN by default.

For a detailed description of each transmission mode, please refer to “Transmission Network” in Chapter “VM

Backup — Create Backup Job”.

Step 4: Review & Confirm

After finish, you are able to review and confirm the settings. Click “Submit” if confirm, the restore job creation will

be completed.
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Please review and confirm your configurations.

Job Name

Restore Point

Restore point info

Restore Destination

Restore Destination

Restore Strategy

Restore Strategy:

Transmission Netwark:

ViMware vSphere Restorel

Default job name could be modified

VMware vSphereVM Restore

Restore t0192.168.64.21 -> host 214.com

The restored VM names are:

Restore at once

Transfer via - LAN

Back Submit 3

Note: You can rename the restore job. Make sure all the settings are correct before submitting. If you have

chosen” Restore at once”, the restore job will start running once you submit the job.

Perform Restore Job

After creating a new restore job, you will see this job in the “Current Job List”.

vinchin 2 adin +
Job
Home @ CurentJob D History Job
O Monitor Center Pw—
Job Name Module Job Type  Create Time v Status Speed Progress ~ Creator  Operation
VMware vSphere Restore1 VMware vSphere Restore 2019-08-29 15:16:05 [ Running | - 000% admin
Copy Job1 Copy Backup 2019-09-28 12:09:19 - - admin
Copy
Citrix XenServer Backupi Citrix XenServer Backup 2019-09-28 10:03.43 = = admin & Options v
VMuware vSphere Backup2 Vitware vSphere Backup 2019-09-28 10:01:16 - - admin & Options v
VMware vSphere Backupi Viware vSphere Backup 2019.09-27 17:45:30 - - admin
Page ¢ 1 > ofi|View 10 v records|Total 5 record(s)

Tip: Click job name you can view the job details.

Click “Options” to start or stop the restore job. If you want to stop this restore job, click “Stop”. Click “Options”

again, you can start or delete this job as you want.

Job Name Module Job Type Create Time v Status Speed Progress Creator Operation

VMware vSphere Instant VMware vSphere Instant 2019-09-25 14:49:39 m - - admin

Recovery2

Recovery

VMware vSphere Restore1 WVhiware vSphers 2019-09-25 14:48:51 - - admin D Options ~

VMware vSphere Backup2 Whiware vSphers Backup 2019-09-25 10:49:09 - - admin » Start Job
Copy Job(vmware) Copy Backup 2019-09-25 10:47:56 - - admin
Copy W Delete
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Click the job name, you will see the job details page

& Current Job

"D History Job

Job Name Module Job Type Create Time v Status Speed
VMware vSphere Instant VMware vSphers Instant 2019-09-25 14:49:39
Recovery
VMware vSphere Restore1 VMware vSphers Restore 2019-09-25 14:48:51
VMware vSphere Backup2 VMware vSphers Backup 2019-09-25 10:49:09
Copy Job(vmware) Copy Backup 2019-09-25 10:47:56
Coov
vinchin
Job Details
Home &« Job Flow © Summary
0 Monitor Center 1Ke/s Job Name
0.8KB/s Job Type
Job nTo Job Status
0.4KB/s Total Size
0.2KB/s Processed
OKB/s -+ Start Time:
14:56:03 1456142 145721 14:58:00 45839 145918 1458:57 150036
Duration :
Job Progress
(# Run Log D His

[ starting restoring viwin10
n Capturing restore VM list

u Activating the restore job

Run Log: Records the current restore job running progress.

Progress

CEEG M O Advanced search

Creator Opera“Dn
admin S Options
admin © Options ~
admin & Options ~
@ £, admin

VMware vSphere Restore1

Restore[VMware vSphere]

VM List: Shows the current job details including VM Name, Job Type (Restore), VM Size, Data Size, Transfer Size,

Written Size (The real size that has been restored) , Speed(Data transfer speed), Progress(Job running progress),

Status etc.

History Job: If you've set “Restore at once” for this restore job, this job will be auto-deleted after completing

restoring and shows no data. If you've set “Restore as scheduled”, you can review all the history operations of this

restore job.

Warning: During a restore process, do not power on the VM before the restore job is completed, otherwise the

VM data will be damaged or lost.
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VM Instant Recovery

VM Instant Recovery helps to recover TB sized VMs in 15 secs, all business recover in 1 min, minimizes the break-
off time of critical businesses.

When creating a VM Instant Recovery job, make sure there’s available restore point. If no, please backup target
VM(s) with Vinchin backup server first.

Note: Instant recovery is not supported on Microsoft Hyper-v in Vinchin Backup & Recovery 5.0.0.

Create Instant Recovery Job

Click “VM Backup/Restore” - “VM Instant Recovery”, select a target VM restore point under your virtual
infrastructure which you want to instantly recover. You can quickly find the target restore point by specifying
backup node and selecting “Group by VMs” or “Group by Restore Points” accordingly.

Restore Point * All nodes ~
© Group by VMs h

E|--° Citrix XenServer
Citrix XenServer Backupl
[=hE
|_——_| VMware vSphere Backup2
= Jcentosz
@ {1 2019-09-28 10:01:34 (Full Backup)
BT =/ Cony JOT [ EacRup Copy Data)
EHEE] vMware vSphere Backupl

VMware vSphere

Please select one restore point of target VM for instant recovery.

Note: You can only select one restore point for each instant recovery job.

Select a host as the recovery destination where you want to run the instantly recovered VMs, and select the
backup node IP/domain where the backup storage was mounted. You can also set the VMs’ name, network info
and whether to power on the VM after restoring.

Target Host * B 192.168.64.10
@ [ 192.168.64.10

B select 3 host where 1o run the mstant-resto

Backup Node * 192.168.101.42 v

VM Configurations * Name&Status Restored VM Name: *

Power on the VM after restoring

Job Name * VMware vSpherelnstant Recovery1




Note: For OpenStack platform, please manually enter a controller node IP address which can communicate.

A M S LM S A U
HEER - =22 102.168.71.10(admin)
= & admin

BT,

Controller 7757 1P = ‘

ENRRSETZIPHI Scontroller DB S ERINESFRRR

e LISl

Click “OK” you are coming to the Current Job List.

vinchin £ agmn -
Job
Home @ CurrentJob D History Job
O Monitor Center v pew—s
Job Name Medule Job Type Create Time v Status Speed Progress Creator Operation
VMware vSphere Instant 2019-09-29 15:22:05 - - admin
Recovery
VMware vSphere Restore 2019-09-29 15:16:05 - - admin & Options v
Copy Job1 Copy Backup 2019-09-28 12:09:19 = = admin S options ~
Copy
Citrix XenServer Backup1 Citrix XenServer Backup 2019-09-28 10:03:43 - - admin & Options v
re Backup2 VhMware vSphere Backup 2019-09-28 10:01:16 - - admin © Options v
VhMware vSphere Backup 2019-09-27 17:45:30 - -~ admin © Opions v
Page 1 » of{lView 10 v records|Total 6 record(s)

Tip: Click job name you can view the job details.

Perform Instant Recovery Job

Click “Start” to activate the Instant Recovery job and click job name to view the job running details.

vinchin B

Job Details m

L VM instant recovery information

=

Home

2 Monitor Center v

Backup Destination Restore Destination:192.168.1.200
192.168.64.132 VM Name :centos7_2019 09 28 10_01_34VM _Instant_Recovery

# Run Log

The logs will display the instant recovery job progress. After the job is completed successfully, you can power on
the recovered VMs. If you have preset “power on the VM after restoring”, the VM will be powered on
automatically once you start the job in 15 seconds.

Warning: Do not create snapshot on the instantly recovered VM, or change any disk information. Otherwise error
will occur to the VM or it will crash.

Log in to your virtual platform (e.g. VMware vSphere), you can see the instantly recovered VM is created in a few
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seconds, and is workable:

vmware* vSphere Web Client U | Administrator@VSPHERE LOCAL ~

I Navigator K (5 teSt] 3 ices -ont ozebzomein =44 e o 5
i ——— =iy Lsa)
V<Home ) JGe"""!l.nWtaafzfau).«',a,
[ @ | 8 @ ¢
+ (1192.168.64.20
v [Igtest

v [3,192.168.64.10
» @ Important Server
» @ Nested Virtualization
{3 test centos(79.12
(i test Windows(79.11)
#& CTRL + ALT + DELETE &

>

» [192.168.64214
» [ esxi505.com Ls

%< Windows Server-n
Sterdare

W Prwar nff tha virtiial marhina operating system

If you want to delete the instant recovery job, you can click “Stop”.

Stop Instant Recovery Job

1.New data written to the VM will be lost once stop the running instant recovery job.
2.To reserve the new wiitten data, please perform a migration job for this instant-restored VM.
3.Click “Migration” under “Operation” - “options” to start migrating the VM immediately, or use the
migration tool of the virtual platforms (e.g. Viware vMotion),

4.De ot select any Vinchin backup server mounted NFS storage for the migrated VM, they will be
auto-delsted by Vinchin

5.If you start the instant recovery job in order to verify backup data availability, you don't need to
migrate the VM and you can stop this instant recovery job at any time.

carce

Please read the stop reminder carefully before confirming.

Warning: If you stop the instant recovery job, all the recovered VM information will be deleted (Including newly
written data during the instant recovery). If you need to reserve the recovered VM and its newly written data, do

not stop the job until you have migrated them to a safe place.

VM Migration

When performing instant recovery job, the VM and newly written data can be synchronously migrated to the
business area via VMware vMotion or Vinchin backup's live-migration function without effecting the normal
operation of your business.

Select a normally running instant recovery job and click “Migration” as below:
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vinchin £, admin
e @ Current Job

0 Monitor Center

GEUG Q Advanced search

Job Name Module Job Type  Create Time v Status Speed Progress  Greator Operation
M VMware vSphere Instant 0190929152205 R - - admin
Recovery
VMware vSphere Restore 2019-09-29 16:16:08 - - admin
~ Migration
Copy Backup 2019-09-28 12:09:13 = = admin o
Copy
Citrix XenServer Backup 2019-09-28 10.03.43 - - admin [ "% Optons~ |
VMware vSphere Backup 2019-09-28 10:01:16 = = admin & Options ~
VMware vSphere Backup 2019-08-27 17:45:30 - - admin & options
Page 15 offlView 10 v records|Total 6 record(s)

Select a host where to migrate the VM. Then you can rename the migrated VM and choose to whether power on
it after migration, set storage, network info for the VM. You can also select transmission mode. For a detailed
description of each transmission mode, please refer to “Transmission Network” in Chapter VM Backup - Create
Backup Job.

Target Host * B¢ 192.168.64.10
@ [ 192.168.64.10
Please select a target host where to run the migrated VM
VM Configurations * Name&Status Migration VM Name: *

Migration Power on the VM after restoring *

Transfer via * LAN v

Click “OK” to start the migration job. You can view the migration job running details in the previous instant
recovery job.

vinchin @ty

Job Details m
&4 VM migration information

Home

O Monitor Center ~

Backup Destination
192.168.64.132

Restore Destination:192 165 1200
Restored VM Name

Job Progress

After migration completed, the migration job will automatically change back to “Instant Recovery Job” and this job
is still in a running status. But the VM in this job is powered off and the business will be taken over by the migrated



VM.

Note: You can also use VMware migration function to realize the above operations.

Warning: Do not power on the VM when it is being migrated, otherwise the VM will be damaged.
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Granular Recovery

Create Granular Recovery Job

Single files can be recovered directly from the restore point, instead of restoring the entire virtual machine.
Click “VM Backup/Restore” — “Granular Recovery”, you will see all the available restore points under your virtual

infrastructure.

vinchin

Granular Recovery

L w Jol
Home New Job

Monitor r

2 VM Backup/Restore v

[C]- 58 Microsoft Hyper-V
i Microsoft Hyper-V Backup { 8%1.2016 )
SANGFOR HCI
SANGFOR HCI Backup2(Job has been deleted }
€3 Citrix XenServer
Citrix XenServer Backupl
E| M Huawei Fusion Compute
Copy Retsore Job3(Backup Copy Data)
Huawei Fusion Compute Backupl
E@ VMware vSphere
Copy Job5(Backup Copy Data)
Copy Job4(Backup Copy Data)
VMware vSphere Backupl
VMware vSphere Backup2
Copy Jeb(vmware)(Backup Copy Data)

=

Please select one restore point of target VM for granular recovery.

Restaore Paint localhost localdomain(192.168.65.42) v © Group by VMs

Select one restore point where you can find your target file. Rename the granular recovery job if necessary.

Granular Recovery

“ New Job

Restore Point * All nodes
© Group by VMs v

[=- € Citrix XenServer

Citrix XenServer Backupl
= @ VMware vSphere

= VMware vSphere Backup2

= ] centos7
) 2019-09-28 10:01:34 (Full Backup)

ware vSphere Backupl

Please select one restore point of target VM for granular recovery

Job Name = VMware vSphere Granular Recovery1

Default job name could be modified
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Perform Granular Recovery Job

Click “OK” you are coming to the Current Job List. Click “Options”-“Start Job”, the job starts running and click job

name to view the job running details.

Job

@& Current Job ‘D History Job

Search by job name

CEEUCM O Advanced search

Job Name Module Job Type Create Time v Status Speed Progress Creator Operation
VMware vSphere Granular VMware vSphere Granular 2019-09-29 15:35:43 - - admin
Recovery1 Recovery
VMware vSphere Instant VMware vSphere Instant 2019-09-29 15:22:05 - - admin
Stoj
Recovery1 Recovery " P
VMware vSphere Restore1 VMware vSphere Restore 2019-09-29 15:16:05 - - admin
Job Details
@ Summary I Granular Recovery File List
Job Status : m ° All files = / Sea y
Virtual Machine: centos7_2019_09_25_11_58_34
Filename Size Modified time
Restore Point 2019-09-27 23:00:02
.autorelabel 0B 2015-09-16 17:28:26
Operation © Options v
bin - 2019-09-16 17:33:42
@ Insuctons b 2019-09-16 17:36:33
1.Click "Options’ and click "Start Job', all the available files will be showing in oot - -09- :
the right side list.
. dev - 2019-09-16 16:47:32
2 Find the target file and you are able to download it
etc - 2019-09-2512:38:43
home - 2016-11-05 23:38:36
¢ RunLog lib 2019-09-16 17:33:38
. lib64 2019-09-16 16:50:54
start granular recovery job done
u obtain timepoint set vm info media 2016-11-05 23:35:36
start Guest Handler mnt - 2016-11-05 23:38:36
load vm granular recovery job info opt - 2016-11-05 23:38:36
Enter the target directory, find the target file and click download button.
Job Details
@ Summary B Granular Recovery File List
Job Status - °A||ﬁ|es>;>sbin Search by name
Virtual Machine: centos7_2019_09_25_11_58_34
Filename Size Modified time Operation
Restore Paint 2019-09-27 23:00:02
Operation - NetworkManager 25MB 2016-11-12 11:13:38 |
accessdb 11.45KB  2014-06-10
@ Instructions: 05:35:23
1.Click 'Options’ and click 'Start Job", all the available files will be showing in
the right side list. addgnupghome 3.05KB 2013-10-04
2 Find the target file and you are able to download it. 20:32:53
addpart 1549KB  2016-11-06
06:27:34
(Z Run Log adduser 115.42K8  2016-11-06
04:17:10
start granular recovery job done
agetty 36KB 2016-11-06
obtain timepoint set vm info 062734
start Guest Handler alternatives 2759KB  2016-11-06
load vm granular recovery job info 042712
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After download the file, return to current job list, click “stop” and “delete” the granular recovery job.

Job

@ Current Job "D History Job

Search by job name

Search e WNIELLELELTC]

Job Name Module Job Type  Create Time v Status Speed Progress  Creator Operation
VMware vSphers Granular Vitwars vSphers Granular  2019-09-29 15:38:56 - - admin
Recoveryl Recovery
‘VMware vSphere Instant VMware vSphere Instant 2019-09-29 15:22:05 - - admin
Recoveryl Recovery
‘VMware vSphere Restore1 VMware vSphere Restore 2019-09-29 15:16:05 = admin
Copy Job1 Copy Backup 2019-09-28 12:09:19 - admin
Copy
Citrix XenServer Backup1 Citrix XenServer Backup 2019-09-28 10:03:43 = admin
VMware vSphere Backup2 Viware vSphere Backup 2019-09-28 10:01:16 - admin
VMware vSphere Backup1 VMware vSphere Backup 2019-09-27 17:45:30 = admin
1 of 1| View 10 v records|Total 7 recordis)
Tip: Click job name you can view the job details x
Job
@ Current Job "D History Job
Search by job name Search e WUIETTLL ELET
Job Name Module Job Progress Operation
VMware vSphere Granular VMware vSphere Granular 2019-09-29 15:38:56 - - admin 4 Options v
Recovery1 Recovery
p Start Job
VMware vSphere Instant VMware vSphere Instant 2018-09-29 15:22:05 - - admin
Recovery1 Reacovery
VMware vSphere Restore1 VMware vSphere Restore 2019-09-29 15:16:05 - - admin
Copy Job1 Copy Backup 2019-09-28 12:09:19 - - admin
Copy
Citrix XenServer Backup1 Citrix XenServer Backup 2018-09-28 10:03:43 - - admin
VMware vSphere Backup2 VMware vSphere Backup 2019-09-28 10:01:16 - - admin
VMware vSphere Backup1 VMware vSphere Backup 2019-09-27 17:45:30 - - admin

Tip: Click job name you can view the job details.

< 1

> of 1] View 1p v records| Total 7 record(s)

X
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Backup Data

After complete a backup job, you can view and manage the corresponding restore point from “VM

Backup/Restore” - “Backup Data”.

vinchin
VM Backup Data

£ VM Backup Data

& Virtual Infrastructure List

All nodes v

[} 01 €9 Citrix xenserver
i B} 0= Citrix XenServer Backupt
[} 0 G zerto-veenter-2 (67.102 )
05 2019-09-28 10:03:57 (Full Backup)
i 105 2019-09-29 12:16:27 (Full Backup)
10 8 vMware vSphere
E}-0 2] vMware vSphere Backup2
| B30 centos?
H 1. 05 2019-09-28 10:01:34 (Full Backup)
1.0 [E) vMware vsphere Backupl
510 0 centos7_2019_09_25_11_58_34
105 2019-09-27 17:45:40 (Full Backup)
.05 2019-09-27 23:00:02 (Full Backup)

If you want to delete multiple restore points in batches, you can first select target restore points from the left tree,
and click “Delete”. Expand the virtual infrastructure tree, find the target VM and click on it, you will see all the

A, admin ~

© Restore Point List

Manage restore points

1.Unfold the virtual infrastructure tree on the left.

2 Find the target VM(s) and corresponding restore points which you want to manage
3 You can delete single restore point from [Options}-{Delete]

4.You can delete restore points in batches by clicking [Delete] on the top left

restore points of this VM are listed in the right side of the page.

vinchin
VM Backup Data

-
Home £ VM Backup Data

Mon enter & Virtual Infrastructure List

& VM Backup/Restore v

Tz Allnodes -

[ €9 Citrix XenServer
=R x XenServer Backupl
ae
~& () 2016-09-28 10:03:57 (Full Backup)
© (%) 2019-09-26 12:16:27 (Full Backup)
(-0 (8 vMware vSphere
(1O [E) vMware vsphere Backup2
{ B0 L] centos7
H 05 2019-09-28 10:01:34 (Full Backup)
(1O [E) vMware vsphere Backupl
£} 0 L centos7_2019_09_25_11_58_34

05 2019-09-27 17:45:40 (Full Backup)

(G}

-0 2019-09-27 23:00:02 (Full Backup)

1

£ admin ~

© Restore Point List

Q Advanced search

No. Time Point v Type Data Size Written Size Storage Remark Operation Mark
2019-09-29 12:16:27 g:l:wp 19.5G8 13.97GB E?::: T
2019-09-28 10:03:57 E:I:kup 195G 13.97GB E?SE:: e

Page 1 » of1lView 10 v records|Total 2 record(s)

Note: Onee marked, the restore: point will be reserved permanently.

Click “Options” under Operation, you will be able to remark or delete the restore point.



© Restore Point List

Q, Advanced search

No. Time Point v Type Data Size Written Size Storage Remark Operation Mark
1 2019-09-29 12:16:27 Full 19.5GB 13.97GB Local ‘[f?
Backup Disk1
2 2019-09-28 10:03:57  Full 19.5GB 13.97GB Local # Remark i?
Backup Disk1
) @ Delete
)]
Page 1 of 1] View 10 v records| Total 2 record(s)

Note: Once marked, the restore point will be reserved permanently.

To delete a restore point:

For VMware, to delete a full backup restore point, you need to first delete corresponding incremental backup or
differential backup restore point.

For other virtual platforms, when deleting full backup restore point, corresponding incremental backup or
differential backup restore point will be automatically deleted with the full backup restore point.

Note: Once deleted, the restore point is not recoverable. If you want to reserve the restore point, you can mark it,
it will not be auto-deleted due to retention policy.

For VMware, you can mark full backup, incremental backup and differential backup restore point.
For other virtual platforms, only full backup restore point can be marked.

Retention Policy for restore points:

For VMware, when activating retention policy, the incremental restore points will be merged first, after the
incremental points are merged or deleted, the full backup point will be auto-deleted due to retention policy.

For other virtual platforms, retention policy will delete full backup restore points accordingly, when deleting full
backup restore points, corresponding incremental and differential backup restore points will be deleted together.



Backup Copy

Here are preconditions to ensure the Backup Copy job complete successfully:

1. Add a storage where to store the backup copies, details please refer to Add Storage.

2. To run a backup copy job, first please run a VM backup job and make sure the VM backup data is available. To
run a copy restore job, first please run a backup copy job to copy the backup data to a second storage.

Onsite/Offsite Copy

Create Backup Copy Job

Click “Backup Copy”-“Onsite/Offsite Copy”, you can start to create a new backup copy job.

vinchin £ admin

# Dashboard

{3 Home @ Virtual Infrastructure . . & Backup Storage All
Server Time Total Uptime Total Backup:
@ Protected VM(s) ® Storage(s)
2019-09-29 2day(s 3 1
V(s) 0.7% 66.7%
1549.41 2 hOUI'(S) 1 66.96GB Host(s): 5 Free: 66.71GB
= = VM(s): 429 Total: 99.95GB
& Backup Node Master Node(192.168.64.132) @ Current Job 10 records
CPUUsage  ® Memory Usage [Backup CopylCopy Job Pending
100% 100% 'Q 1VM(s) | 2 Re un 2019-10-04 23:00:00 5 day(s) later
20% 80% [ Backup] here Backup1 Pending
= 1 vM(s) | 2R un 2019-10-04 23:00:00 5 day(s) later
60% 60%
. . [iag] | Backup Pending
40% 40% 1VMS) [ 1 5 dayis) later
20% 20% =3 [ Gronus Stopped
ranula iopped
o 0% B8] 1 contos7 2018
15:46:00 15:47:11 154823 15:49:33 154600 1547:11 15:48:23 1549:33
Network Flow Al  History Job (e
200KB/s @ [ Migration]VMware vSphere Instant Recovery
= 1VM(s) | 8GB | Duration 00:00:37 | Finish Time 15:49:37, 09-2-2019 1
150KB/s g
100KB/s [ Restore]\ here Restore1 failed
= 1 v on 00:00:29 | Finish Time 15:49:37, 09-26-2019 33 minute(s)
SOKB/s ago
OKB/s [ Backup|Citrix XenServer Backup ) Suspended

Step 1: Copy Source

When selecting a copy backup source, you need to first select the backup job of the target virtual machine or the
node where the backup data is located. You can choose multiple VMs in different backup jobs at the same time.
There are three ways to select virtual machines that need to perform copy job: Backup Job, Virtual Infrastructure
and Restore Points.
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vinchin 0, admin

site Copy

Onsite/
¥ New Job

o Copy Source 2 Primary Strategy 3 Advanced Strategy 4 Review & Confirm
N

s}
Il

ase select target virtual machine(s) to do backup copy

Select VIM(s) = localhost localdomain(192.168.64.132) v

Backup Job v Selected VM(s)

Backup Job 1
Virtual Infrastructure

Restore Points

When choosing “Backup Job”, all the backup jobs you’ve completed before will be listing here. Expand the backup
job list, then select one or more virtual machines that need to copy, these virtual machines can come from different
backup job or different virtual platforms. One virtual machine can exist in multiple copy jobs. As shown below:

Please select target virtual machine(s) to do backup copy
Select VM(s) * lecalhost localdomain(192.168.64.132)
Backup Job v

-- VMware vSphere Backupl
VMware vSphere Backup2

.. Citrix XenServer Backupl

If you know where your target VM locates, you can choose “Virtual Infrastructure” and find the target VM. Expand
the Virtual Infrastructure tree, you will see all virtual machines. You only are able to select the virtual machine that
have been added to the backup job, the rest can’t create the copy job.

You can select target VMs to do copy job from different virtual platforms. As shown below:

Please select target virtual maching(s) to do backup copy
Select VM(s) = localhost localdomain({192.168.30.21) ~

Virtual Infrastructure hd

(Unauthorized ) TEST-vm-021
(Unauthorized) TEST-vm-023
(Unauthorized) TEST-vm-025
(Unauthorized) TEST-vm-026

Q (Unauthorized) TEST-vm-028
w1 ] test-ym-111

[ testfc
@ TEST_vm_010_2019_09_24 16_32_55f I

L
)
Q
(]

[y J— cee e e e e e e

When choosing “Restore Points”, all the restore points will be listing here. You can select any of the restore points
from different virtual platforms, deleted backup jobs. If you choose an incremental backup restore point, all the

previous incremental and full backup restore points on the same time chain will be auto-selected.



Please select target virtua

Select VM(s) *

Restore Points

E-E] Loca
B0

machine(s) to do backup copy

localhost localdomain{192.1656.64.132)

| Disk1
Mware vSphere Backup2
CI centos?

LJO TS 2019-00-28 10:01:34(Full Backup)

=8v
[N

Tware vophere Backupl
Q centos7_2019_09_25_11_58_34

J. 08 2019-00-27 17:45:40(Full Backup)

| A
100

2019-09-27 23:00:02(Full Backup)

Tick target virtual machines that you want to do backup copy and they will be showing in the “selected VM(s)

”

column. If you want to delete a selected VM, you can click “x” button in the right column or directly un-tick this VM.

Click “Next” once you complete the

vinchin

0 Copy Source

[® Backup Copy

selection.

2 Primary Strategy

Please select target virtual machine(s) to do backup copy

Select VM(s) *

localhost. localdomain(192.168.64.132) v

Advanced Strategy

2 admin ~

4 Review & Confirm

Backup Job -

B viwa
B &Ewm

=]
B citrix

re vSphere Backup1

(]

centos?
ware vSphere Backup2
centos7

XenServer Backupl

Step 2: Primary Strategy

Selected VM(s)

In the Primary Strategy page, there are two backup copy options available, “Copy at once” and “Copy as

scheduled”.

» Copy at Once

The backup copy job only perform one time. Choose “Copy at once”, then click “ ﬁ" to choose YY/MM/DD and

HH:MM:SS, then click “Next”, the backup copy job will be performed at the exact time for only once.



Server Time: 2019-09-28 1(

Please set up primary strategy for this job

Primary Strategy * Copy at once v

Start Time * x M

September 2019 >

Su Mo Tu We Th Fr Sa

5]
[Xs}

30 31

25 26 27 28

(93}
[

1T 2 3 4

w @
]
] (=]
oa —_
(Vs (3%
[ —_
(=] [¥5)
(3] —_
= [

=]
=]
2
[¥5)
P

[
g5}
931
=]
a3
M

I

» Copy as Scheduled

The backup copy job repeats as scheduled.
Choose “Copy as scheduled”, then click the schedule bar, you will see there are some schedule options, you can

choose to repeat the backup copy job at any time in any day.

Primary Strategy * Copy as scheduled v
Schedule * « (Every Friday, 23:00:00 Start, Unrepeat) —
Every Day Every Week Monday Tuesday Wednesday
Thursday Friday Saturday
° Every Week
Sunday
Every Month
Start Time 23:00:00 @

Repeat (1 ]

The time schedule of backup copy job includes 3 types: Every day, Every Week and Every Month.

® Every Day schedule only needs to set Start Time as below:

Primary Strategy * Copy as scheduled

Schedule * + (Every Day 23:00:00 Start, Unrepeat) —

é Ewvery Day Start Time 23:00:00 (o]

Every Week
Repeat 0

Every Month
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® Every Week schedule needs to choose which days to perform the backup copy job as below:

Primary Strategy * Copy as scheduled v
Schedule * « (Every Friday, 23:00:00 Start, Unrepeat)
— - \ i ¢ WA !
Every Day Every Week Monday Tuesday Wednesday
Thursday Friday Saturday
0 Every Week
Sunday
Start Time 23.00:00 O]
Repeat (1]

® Every Month schedule is similar with Every Week schedule, needs to choose which days to perform the backup

copy job, details as below:

Primary Strategy * Copy as scheduled v
Schedule * « (Every Month Day1, Day15, 23:00:00 Start, Unrepeat)

Every Day Every Month ! 2 3 4 5
- 6 7 8 9 10
S 1 12 13 14 M 15
Q Every Mont 16 17 18 19 20
21 22 23 24 25
26 27 28 29 30

31

Start Time 23:00:00 [0}
Repeat (1 ]

Set the copy “Start Time” and choose whether to enable the “Repeat”.

“Repeat” means repeatedly perform the backup copy job every xx hours/minutes/seconds. Once enable the
“Repeat” option, you need to set the time of “Repeat Interval” and “Repeat End” accordingly.

(Example: Choose Every Month schedule, and tick day 1 and day 15, set the Start Time as 7:00:00, and enable the
“Repeat”, Repeat Interval Time 2:00:00 and Repeat End Time 21:00:00. This schedule means on 1st and 15th of
each month, this backup copy job will start running from 7:00am, and it will repeat once every 2 hours until

9:00pm of the day.)



Primary Strategy * Copy as scheduled v

Schedule * « (Every Month Day1, Day15, 23:00:00 Start, Repeat Interval 1:00:00, Repeat End 23:59:59)
Every Day Every Month 1 2 3 4 5 b
7 8 9 10 " 12
Every Week
ven e 131 15 16 17 18
@ Every Month 19 20 21 22 23 24
25 26 27 28 29 30
N
Start Time 23:00:00 [0}
Repeat Interval 1:00:00 0]
Repeat End 23:59:59 0]
Note:

1. If you choose restore point of a VM as “Copy Source”, you can only execute one time copy job for the restore
point, which means only “Copy at Once” is available.
2. “Copy as scheduled” relies on the backup job, if new VM data has been backed up, but the backup copy job

hasn’t start running yet, the dependent backup job will not execute retention policy (old time point will not be
merged or deleted).

Step3: Advanced Strategy

» Copy Destination

Select a storage to store the backup copies. First select to store the data in “On-site Storage” or “Offsite-Storage”.

If you have mounted multiple storages to your onsite Vinchin backup server, you can choose one of them to store
the backup copies.

Please set up advanced strategy for this job

© Copy Destination | = Transmission Network ] Retention Policy

Destination On-site Storags v

On-site Storage Local Disk1(Local Disk, Capacity :99.95GB, Fres Space:f v |

Local Disk1{Local Disk, Capacity :99.95GB, Free Space:82.81GB), Node: localhost localdomain(192.168.64.132)

If you have deployed a Vinchin backup server in a second location (offsite) and mounted a storage device on that
Vinchin server, you can choose “Off-site Storage” to store your backup copies to the second location (That is your
offsite DR center).
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Onsite/Offsite Copy

[P New Job

+ Copy Source « Primary Strategy o Advanced Strategy 4 Review & Confirm

Please set up advanced strategy for this job.

© Copy Destination | = Transmission Network Il Retention Policy

Destination Cff-site Storage A
Off-site Backup Server Off-site Storage1(Off-site Storage, Capacity :299.85( v
Offsite Storage Local Disk2(Local Disk, Capacity ‘99 9568, Free Sp v

© Back

Note:

You can restore the target VM to offsite production environment using offsite Vinchin backup server and the
backup copies which you’ve stored in offsite storage.

You can also restore the target VMs to onsite production environment by executing a “Restore Copy” job to send
the offsite backup copies back to onsite storage.

> Transmission Network

Data encryption and compressed transfer mode can be set in the transmission network option.

Please set up advanced strategy for this job.

© Copy Destination = Transmission Network | @ Retention Palicy

Data Encryption m o
Compressed Transfer m o

Data Encryption: Transmission encryption adopts AES 256 encryption algorithm. When transmission encryption is
turned on, the data transmitted from backup source to backup storage will be encrypted, and ciphertext
transmission will be adopted to guarantee the data security. The encryption transfer switch is off by default.

Compressed Transfer: Enable it to compress the backup copies data size during transmission to shorten
transmission time. The size of the backup copy data will not be compressed when it arrives to the storage.
Compressed Transfer feature is default enabled.

» Retention Policy

Backup copy retention policy is a policy to reserve backup copies on disk according to number of days/restore points.
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Old restore points out of date/over range will be auto-deleted. Retention Policy includes “Number of Restore Points”

and “Number of Days”.

Please set up advanced strategy for this job.

©@ Copy Destination = Transmission Network | §f Retention Paolicy

Retention Mode * MNumber of Days v o )

Number of Days
Days * Number of Restore Points

MNumber of Days: Saving data per the
number of days.

Number of Copy Points: Saving data
per the number of copy points.

Data exceeded the specified number
of days/restore points will be auto-
deleted, latest data will be saved.

For VMware vSphere, the retention policy is based on every single restore point no matter its full backup,

incremental backup or differential backup time point. It will lead a deletion of the furthest restore point when a new

restore point is generated.

For other virtual platforms, the retention policy is based on full backup restore points. It will lead a deletion of the

furthest full backup point together with its corresponding incremental or differential backup points when a new full

backup point is generated.

Note: If the backup job has a new restore point, but the dependent copy job has not been performed, the retention

policy of the backup job will not be executed. If the new restore point has been copied in a backup copy job, the

retention policy will be executed in next backup job.

Step4: Review & Confirm

After finish, you are able to review and confirm the settings. Click “Submit” if confirm, the backup copy job creation

will be completed.

[® New Job

v Copy Source

Job Name :

Copy Source
Copy Source:
Primary Strategy
Primary Strategy
Schedule :
Advanced Strategy

Copy Destination:

Transmission Network:

Retention Policy

+ Primary Strategy + Advanced Strategy

Please review and confirm your configurations.

Copy Job2

Default job name could be modified.

192 168 64 21/ AEEEEF1/192.168 1. 200N =R Hl/centosT

Copy as scheduled

(Every Friday, 23:00:00 Start, Unrepeat)

On-site Storage: Local Disk1(Local Disk, Capacity :99.95GB, Free Space:66.71GB), Node:
localhost.localdomain(192.168.64.132)

Data Encryption - ON
Compressed Transfer: ON

30 day(s)

Back Submit 3 |

Vinchin Backup & Recovery v5.0 | User Guide

° Review & Confirm
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Perform Backup Copy Job

After creating a new backup copy job, you will see this job in the “Current Job List”.

vinchin 2 aamin ~
Home @& Current Job "D Histon
O Monitor Center
EEETC M Q Advanced search
Job Name Module Job Type Create Time v Status Speed Progress Creator Operation
Copy Backup Copy | 2019-00-28 12:00:19 admin
Citrix: XenServer Backup 2019-09-28 10:03:43 admin D options ~
\ Viware vSphere Backup 2019-09-28 10:01:16 admin D options ~
A VMware vSphere Backup 2019-09-27 17:45:30 admin =] Options ~
Page « 1 s of 1| View 10 v records |Total 4 record(s)

Eome & Job Flow

49MB/s

0 Monitor Center

39MB/s
29MB/s
20MB/s

10MB/s

OKB/s

12:07:53 12:00:11 12:09:50

tore points
n copy restore points of vm "centos7_2019_08 25 11_58_34
obtain copy job vm list
start copy job

12:10:29

12:11:08

10.64%

A, admin ~

©Summary & Storage [ Strategy

Job Name : Copy Job1

Job Type Backup Copy

Job Status m

Total Size 2.13GB

Processed 232MB

Start Time: 2019-09-28 12:11:23
Duration : 00:00:07

After the job complete, the backup copy data has been stored to target storage successfully.
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Copy Restore

Create Copy Restore Job

Step 1: Restore Source

Click “Backup Copy” — “Copy Restore”. Select a target VM or a target restore point which you want to restore its
copy from a storage. You can quickly find the target VM by selecting “Group by VMs”, or find the target restore
point by selecting “Group by Restore Points” accordingly.

Restore Source * All Storages ~ | 3 Group by VMs ~
All Storages
Local Disk1 vSphere)
T Tl ILUD s LU = w= 25 11 58 34

Restore Source * All Storages + | 3 Group by VMs ©

=HE Copy Jobl 3 Group by VMs
B} 192.168.64.21(VMware
|0 centos7_2019_09 | © Group by Restore Points

Step 2: Restore Destination

Select an onsite storage where you want to store the restored backup copies.

Copy Restore

3 New Job

o + Restore Source o Restore Destination 3 Restore Strategy 4 Review & Confirm

Please select a restore destination for the target backup copy

Target Node localhost localdomain(192.165.64.132) v

Target Storage Local Disk1(Local Disk, Capacity :99 95GB, Free Space:80 68GB) v

Note: If you want to restore the target VM at offsite, please use offsite Vinchin backup server to execute a “Copy
Restore” job.

Step 3: Restore Strategy
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> Transmission Network

Data encryption and compressed transfer mode can be set in the transmission network option.

Advanced Strategy * Transmission Network

Data Encryption m o
Compressed Transfer m o

Data Encryption: Transmission encryption adopts AES 256 encryption algorithm. When transmission encryption is
turned on, the backup copy data transmitted from second storage to onsite storage will be encrypted, and
ciphertext transmission will be adopted to guarantee the data security. The encryption transfer switch is off by
default.

Compressed Transfer: Enable it to compress the backup copies data size during transmission to shorten
transmission time. The size of the backup copy data will not be compressed when it arrives to the storage.

Compressed Transfer feature is default enabled.

Step 4: Review & Confirm

After finish, you are able to review and confirm the settings. Click “Submit” if confirm.

3 New Job

+ Restore Source + Restore Destination + Restore Strategy ° Review & Confirm

Please review and confirm your configurations.

Job Name : Copy Retsore Job1

Default job name could be modified.

Restore Source

Restore Source: 192.168.64.2 1/F Z:B80E+,/192.168.1.200/centos7_2019_09_25_11_58_34(VMware vSphere)

Restore Destinaticn
Restore Destination: Target Mode: localhost localdomain(192.163.64.132)
Target Storage: Local Disk1{Local Disk, Capacity :99.95GB, Free Space:80.68GB)
Restore Strategy

Transmission Network: Data Encryption : ON
Compressed Transfer: OM

Perform Copy Restore Job

After creating a new copy restore job, you will see this job in the “Current Job List” and it will start running
immediately.
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vinchin

% b D H
£ Monitor Center
Job Name Platform Job Type Create Time v Status Speed Progress Creator Operation
I Copy Retsore Jop Copy Copy Restors  2018-07-0115:36:33 7933MBls  486% admin ]
y Job1 Copy Backup Copy  2019-07-01 15:30:41 [ Pencig| admin
VMware vSphere Backup! VMware vSphere Backup 2019-07-0114:56:25 [ Pending | = admin
Page 1 of 1| View 10 v records|Total 3 records
Click job name, you will see the job running details page.
vinchin
s Job Flow @ Summary & Storage £ Strategy
98MB, Job Name Copy Retsore Job1
78MB Job Type Copy Restore
MBS Job Status Running
OMB/s Total Size 8.04GB
MB/s Processed 400MB
Start Time 2019-07-01 15:36:34
15:3224 15:3303 15:33:42 153421 153500 15:35:39 15:36:18 Duration 00:00:08
436%

After the job complete, the backup copy data has been restored to target storage successfully.



Backup Copy Data

After complete a backup copy/copy restore job, you can view and manage the corresponding restore point from
“Backup Copy” - “Backup Copy Data”.

vinchin £ admin ~

£ Backup Copy Data

™ Copy Job List @ Restore Point List
Manage restore point copies
All Storages v 1.Unfold the copy job list on the left.
2.Find the target VM(s) and corresponding restore points.
B O & on-site Storage 3.You can delete single restore point from [Options]-{Delete]
E O ) copy J0b1 4.You can delete the restore points in batches by clicking [Delete] on the top left.

01{5) 2019-09-27 17:45:40(Full Backup)
015 2018-09-27 23:00:02(Full Backup)

If you want to delete multiple restore points in batches, you can first select target restore points from the left tree,
and click “Delete”. Expand the virtual infrastructure tree, find the target VM and click on it, you will see all the
restore points of this VM are listed in the right side of the page.

Backup Copy Data

£ Backup C

% Copy Job List © Restore Point List
& = No. Time Point , Type Data Size  Written Size Storage Remark Operation Mark
All Storages v 1 2019-09-27 Full 1.98GB 1.06GB Local Disk1 & Options v ﬁ
23:00-02 Backup
=0 @[0‘”'5“9 Stirage 2 2019-08-27 Full 19868 106GE Local Disk1 & Options + e
(El=-Copwlabi 17:46:40 Backup
|E|-| ) [ centos7_2018_08_25_11_58_34(VMware \
Tl 2010-00-27 17:35.30(Full Backup) Page 1 of 1] View 10 v records |Total 2 record(s)

015 2019-09-27 23:00:02(Full Backup)
Mote: Once marked, the restore point will be reserved permanently.

Click “Options” under Operation, you will be able to remark or delete the restore point.



= Backup Copy Data

% Copy Job List © Restore Point List
o & No.  TimePoint , Type Data Size  Written Size Storage Remark Operation Mark
Al Storages v 1 2019-09-27 Full 198GE 1.06GE Local Disk1 & Options v S
23:00-02 Backup -
& O & On-site Storage 2 2019-08-27 Full 1.93GB 1.06G8 Local Disk1 # Remark S
(= 0[5 Copy Jobl 17:45:40 Backup ~ -
£30 [ centos7_2019_09_25_11_58_34(VMware 1 @ Delete
-1 2019-09-27 17:45:40(Full Backup) Page 1 of 1] View 10 y werrotar2record(s)

.05 2019-09-27 23:00:02(Full Backup)
Note: Once marked, the restore point will be reserved permanently

To delete a restore point:

For VMware, to delete a full backup restore point, you need to first delete corresponding incremental backup or
differential backup restore point.

For other virtual platforms, when deleting full backup restore point, corresponding incremental backup or
differential backup restore point will be automatically deleted with the full backup restore point.

Note: Once deleted, the restore point is not recoverable. If you want to reserve the restore point, you can mark it,
it will not be auto-deleted due to retention policy.

For VMware, you can mark full backup, incremental backup and differential backup restore point.
For other virtual platforms, only full backup restore point can be marked.

Retention Policy for restore points:

For VMware, when activating retention policy, the incremental restore points will be merged first, after the
incremental points are merged or deleted, the full backup point will be auto-deleted due to retention policy.

For other virtual platforms, retention policy will delete full backup restore points accordingly, when deleting full
backup restore points, corresponding incremental and differential backup restore points will be deleted together.



Resources

Virtual Infrastructure

Before starting backup, you need to register your virtual infrastructure in Vinchin backup server. Click “Resources”

—"Virtual Infrastructure”.

vinchin

Dashboard

Server Time

2019-09-29
16:03:29

2 day(s)

22
hour(s)

& Backup Node
CPUUsage  ® Memory Usage

100%

30%

60%

40%

20%

Total Uptime

Total Backup

166.96GB

Master Node(192.168.64.132)

20%

0%
15:56:49 160101 160212 16:03:22

Network Flow

200KB/s

150KB/s

100KB/s

S0KB/s ﬂ
O0KB/s

AN

0%
15:59:49 16:01:01 16:02:12 16:03:22

Add Server

€ Virtual Infrastructure

@ Protected VM(s)

0.7% 3
Hosi(s): 5
VM(s): 429

@ Current Job

] (5:ckp ConviCopy Job

2 Run(

¢ Run 2019-10-04 23.00.00

Backupi
1 Run 2019-10-04 23:00:00

vare vSphere Backup2
t Run 2019-10-04 23:00:00

58_34

‘D History Job

] | ViratonMhware vShers nstant Racovery

1VM(s) | 8GB | Duration 00:00:37 | Finish Time 16:03:27, 09-20-2019

[fRg] | RestoreIViMware vSphere Restore
L e

I { BackupCitrx XenServer Backup

© vSphere Granular Reco

8GB | Duration 00:00:29 | Finish Time 16:03:27, 08-29-2019

A admin v

& Backup Storage All

® Storage(s)

85.5% 2

Free: 341.85GB
Total: 399 3GB

Pending
5 day(s) later

Pending
5 day(s) later

Pending

very Stopped

Suspe

31 minute(s)
ago

failed

46 minute(s]
ago

Suspended

Click “Add” you are coming to the virtual infrastructure adding page. Choose a virtual platform (depends on your

virtual environment) — Enter IP address, username, password of standalone host /management platform and

rename it, then click “OK” to save.

vinchin

Virtual Infrastructure

& Virtual Infrastructure List

[ [ T

No. IP Address Name

1 192.168 64 206

192.168 64 206

2 192168 64.21 192,168 64 21

infrastructure.

£ admin -

Auto-refresh virtual Infrastructure every (0| minute(s) m

BLEUG M Q Advanced search

Platform Version  Username Sync Time v Status Operation
Citrix XenServer 720 root 2019-09-29 15:52:28 2 Syne
VMware vSphere 6.0.0 administrator@vSphere  2019-09-29 15:53:42

local

1.Click IP address to view the virtual infrastructure details including all virtual machines’status.

Page ¢ 1

72

> of 1] View 10

[+]
g

i

v records|Total 2 record(s)

2.Click [Sync] button, the virtual infrastructure will be synced to the Vinchin Backup & Recovery system. This function applies to any updates of the hests/virtual machines in the virtual



Add Virtual Infrastructure

(& Add Virtual Infrastructure

Platform = VMware vSphere v
Select a virtual platiorm to backup.

IP/Domain * 192.168.65.75 v
To backup individual host, please enter its IP address or domain
name.

To backup multiple hosts, please enter |P address or domain name

of comesponding VM Manager server (e.g. vCenter for Vidware
vSphere).

Username * administrator@vsphere local v

Usemame of target host\VM Manager Server.

Password * [yse—— v

Password of target host/vM Manager Server.

Name 192.168.65.75

Type a name for this newly added virtual infrastructure:

Cancel

Platform: Select your virtual platform type.

IP Address/Domain: Either a standalone host IP address/domain (e.g. VMware ESXi host) or VM manager server
IP address/domain (e.g. VMware vCenter).

Username/Password: The username /password to access to the host /VM manager server.

Rename: Edit a name for this new added virtual infrastructure.

For RHV/oVirt, username please enter admin@internal

Platform = Redhat RHV/Ovirt v

Select a virtual platform fo backup.

IP/Domain * 192.168.65.51 v

To backup individual host, please enter its IP address or domain name.
To backup multiple hosts, please enter IP address or domain name of corresponding VM Manager
server (e.g. vCenter for VMware vSphere).

Username * admin@internal v

Username of target host/'VM Manager Server.

Password *  eesssssssees =

Password of target host/VM Manager Server.

Name 192.168.65.51

Type a name for this newly added virtual infrastructure.

Cancel

For Huawei FusionCompute, username please enter FusionCompute Internal northbound interface authentication

account gesysman, default password: GeEnginE@123

For Hyper-v, there are three types:
If you add a standalone host, username please enter Administrator.
If you add SCVMM, username please enter “domain/domain user who manage the SCVMM”.
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If you add failover cluster, username please enter “domain/domain user who manage the failover cluster”.

Edit Server

After adding the servers, you can find them in the Virtual Infrastructure list.
Click “Sync” button, the virtual infrastructure will be synced to the Vinchin backup server.

vinchin 2 admin

Virtual Infrastructure

€ Virtual Infrastructure List

m Auto-refresh virtual infrastructure every minute(s)
ECICI Q Advanced search
No. IPAddress Name Platform Version  Username syne Time v Status Operation
1 19216864206 192,168 64.206 Citrix XenServer 720 root 2019-09-29 15:52:28
« Auth
2 1921686421 192.168.64.21 VMware vSphere 6.0.0 administrator@vSphere | 2019-09-28 15:53:42
local
Page < 1 > off|View 10 v records|Total2 record(s)

1.Click IP address to view the virtual infrastructure details including all virtual machines status.

2.Click [Sync] button, the virtual infrastructure will be synced to the Vinchin Backup & Recovery system. This function applies to any updates of the hosts/virtual machines in the virtual
infrastructure.

Note: This function applies to any updates of the hosts/virtual machines in the virtual infrastructure. You can also
click “Sync” to refresh your server when creating a new job.

Tick a virtual infrastructure and click “Edit”, you are able to edit the details of the virtual infrastructure, click “OK”
to save the changes.

Delete Server

Tick a virtual infrastructure and click “Delete”, the system will re-confirm with you this action as below, click “OK”
the server will be deleted.

Delete Virtual Infrastructure

[ Are you sure to delete this virtual infrastructure?

Note: The virtual infrastructure cannot be deleted when it is used in a running job. You must delete the running

job before deleting the virtual infrastructure.
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Manage Virtual Machines

Click IP address of one virtual infrastructure you are coming to the page showing the virtual infrastructure details
including all virtual machines status. Expanding the virtual infrastructure tree on the left, you will see all the VMs
under this infrastructure on the right side.

vinchin B
Virtual Infrastructure

& Virtual Infrastructure List

m Auto-refresh virtual infrastructure every [50 minute(s) m
TN Q Advanced search

No. IP Address Name Platform Version Username Sync Time v Status Operation
1 19216864206  Citrix XenServer 720 root 2019-09-29 15:52:28 & sync

B

2 192.168.64.21 192168 64.21 VMware vSphere 600 administrator@vSphere  2019-09-29 15:53:42 & sync
local
Page < | 1 > offlView 10 v records|Total 2 record(s)

1.Click IP address 1o view the virtual infrastructure details including all virtual machines status.

2.Click [Sync] button, the virtual infrastructure will be synced to the Vinchin Backup & Recovery system. This function applies to any updates of the hostsivirtual machines in the virtual
infrastructure.

£ admin -
Virtual Infrastructure Details
£ Virtual Infrastructure Details
& Virtual Infrastructure List 2 Virtual Machine
i Hosts & Clusters v No. VM Name 4 status Operation
Backup ¢
- @ e vonere " a0
88 Resources. v i 192.168.64.21  Refresh
Ee) v
ey 2 8_55__2019_09_10_20_56_0T & Options
Virtual Infrastructure FEvean 3 centosB_clean(425) Porieron  Options
O ) mnmsres
[ host.10.com 4 centos7 S Options ~
[® host.160.com
[8 host.214.com 5 centos7_2019_09_ 23 18_14_1988aHES D Options v
FFh FasmsaEan
f 6 centos7_ 2019 09 25 11_58 34 © Options ~
7 centos7_clean(4.23) S options v
8 centos7_file_publish(4.17) Pareron © Options v
9 debian_clean(4.26) Poweron © Options ~
10 Domain_controller(4.100) © Options ~
Page ¢ 1 > of4[View 10 v records|Total 36 record(s)

Choose one VM and click “Options” under “Operation”, you can power on, pause or power off the VM. You can also
choose to add this VM to the existed backup jobs.

vinchin

@ Virtual Infrastructure List & Virtual Machine
ft Hosts & Clusters No. VM Name s status
| Poweron
Refresh

efres E
3 | Poweron]

4
===

Note: After you change the VM status, please go back to the virtual infrastructure page and sync the VM located
virtual infrastructure manually.
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Backup Node

Deploy the backup nodes by following Vinchin Backup & Recovery “Quick Installation Guide”, then you can view all

the backup nodes information in the “Resources” — “Backup Node” as below:

vinchin £ admin ~
Badkup Node

5 Backup Node List

0une

Home

No. Node Name IP Address Add Time v Deploy Status Node Status
1 localhost localdomain 192.168.65.76 2019-09-09 18:18:33 [ Normal |
Page 1 5 of1lView 10 v records|Total 1 record(s)

Note: To deploy backup node, please contact support@vinchin.com to get the backup nede installer. Follow Quick Installation Guide to complete the installation. After install success, backup
node info will be listed here. If you need support during the installation, please contact our support team

Note: After the backup node (slave node) is deployed, it connects to the backup server (master node) in active mode.

The backup server (master node) cannot be deleted.

Edit Backup Node

Tick a backup node which you want to edit as below:
vinchin Bt
Backup Node

5 Backup Node List

CZIEE

No. Node Name IP Address Add Time v Deploy Status Node Status
1 localhost localdomain 192.168.65.76 2019-09-09 18:18:33 [ Normal
Page 1 > oft|View 10 v records|Total 1 record(s)

Note: To deploy backup node, please contact support@vinchin.com to get the backup node installer. Follow Quick Installation Guide to complete the installation. After install success, backup

ST node info will be listed here. If you need support during the installation, please contact our support tsam.

Node

Click “Edit”, you can edit a new name for this node as below:

@ Edit Backup Nod

Node Name * localhost.localdomain

Type a name for the backup node.

Cancel n

76



Delete Backup Node

Tick a backup node you want to delete as below:
vinchin s <
Backup Node

& Backup Node List

(o [ avwe

No. Node Name IP Address Add Time v Deploy Status Node Status
1 localhost localdomain 192.168.65.76 2019-09-09 18:18:33 [ Normal
Page < 1 of1|View 10 v records|Tatal 1 record(s)

Note: To deploy backup node, please contact suppori@vinchin.com to get the backup node installer. Follow Quick Installation Gide to complete the installation. Afier install success, backup
node info will be listed here. Ifyou need support during the installation, please contact our support team

Click “Delete”, the system will re-confirm with you, click “OK” the node will be deleted as below:

Delete Backup Node

Please check if all the storages on this node have been removed before delete. Are you sure to

delete this node?
Cancel n

Note:
1. If there’s storage mounted on this backup node(slave node), it is undeletable. Please delete the storage and

ensure no jobs running on this node first.
2. After deleting the backup node (slave node), you need to modify the node config file in the corresponding

node system and delete the connected backup server (master node) IP address.
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Storage

Backup storage is a place to store backed up data. Vinchin Backup & Recovery supports multiple types of storage
as backup repository including Partition, Local Disks, LVM, FC, iSCSI, NFS and CIFS. Users can add any of them
when necessary. Click “Resources” — “Storage”

vinchin 2 admin

& Storage List

[+7dc | 6 | 8 0otts | 8 wanage mpored Baiupe BN @ Acvanced searn
Storage Name Type Mount Node Node Status  Capacity Free Space , Storage Status  Purpose
Local Disk1 Local Disk localhost lacaldemain(192.168 65 76) [ Normal | 199.9GB 175.22G8 [ Norma | Backup Backup
Copy
Local Disk2 Local Disk localhost lacaldomain(192.168.65.76) [ Normal | 99.95GB 99.92GB [ Norme | Backup Copy
Page 1 » offlView 10 v records|Total 2 record(s)

Virtual Infrastructure

Add Storage

Click “Add” to add a new backup storage by following below steps:

vinchin 2 admin

Storage

<o Storage List

[ [ [ oo [ o B e e
VM Backup/R Storage Name Type Mount Node Node Status  Capacity Free Space , Storage Status  Purpose
Local Disk1 Local Disk localhost localdomain(192. 168.65.76) [ Narmai | 199.9G8 175.22GB | Normai | Backup Backup
Copy
v Local Disk2 Local Disk localhost localdomain(192 168.65.76) [ Normi | 99.95G8 999268 [ Normal | Backup Copy
Page 1 > off|View 19 v records|Total 2 record(s)

Infrastructure

de

First, select a storage type for your storage device. Then choose a backup node from the “Node IP
address/domain” where you want to mount your storage. If there’s more than one backup node in your virtual
environment, choose one of them to mount your target storage.

At the “Storage Object”, you can also choose to use this storage for storing backups or copies. Backup and Copy
can be selected at the same time, that means this storage can be used to store both backups and backup copies.



Add Storage

[# Storage Settings

Storage Type * v

Select a type for the Storage.

Name
Type a name for the storage.
Storage Object Backup Copy
Storage Alert
Alert Mode Percentage v
Set up an alert for the storage so that when the storage free
space is less than the preset value, system will alert.
Value 20 ~

%

Cancel

Note: Please make sure the specified storage type is the one your production system actually is using.

Set up a critical value of storage from storage alert so that when your backup storage is insufficient, system will

alert and send you email notification.

U o |

Mode Percentage v
Percentage
Size

Value 20 ~ ~ o

> Partition

Choose Partition from the “Storage Type”, system will recognize the un-mounted /un-used partitions as below

shows:
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vinchin

Add Storage

(¥ Storage Setfings

Storage Type =

Node |P/Domain ~

Storage Resource =

Name

Storage Object

Storage Alert

Alert Mode

Value

Partition v

Select a type for the Storage.

localhost.localdomain(192.168.65.76) v

Production storage will be mounted to the selected backup node.

Name 4 Type

/devisdecl Disk Partition

Partition1
Type a name for the storage.

Backup Copy

Percentage v

Setup an alert for the storage 5o that when the storage free space is
less than the preset value, system will alert

20 A%

£, admin

Capacity
100GB

Tick the selected partition, if there is previous backed up data in this partition, you can choose to import the

backups so that you can restore them whenever necessary:

+ Add Backup Repository

Import Import Backups

Backups

Format Format

Repository  Format the storage device will wipe allits data

After importing the previous backups, please refer to Manage Imported Backups to manage these backups:

vinchin
Storage

&% Storage List

Storage Name
Local Disk1
Partition1

If you don’t want to save these data, you can tick “Format” to format the storage:

I e

Type Mount Node Node Status Capacity

Local Disk localhost localdomain(192.168.65.76) | Normei | 199.9GB

Partition localhost localdomain(192.168.65.76) | Normi | 99.95GB
Page <

80

5, admin v

GG Q Advanced search

Free Space y Storage Status Purpose

175.22GB | Normei | Backup,Backup
Copy
99.92GB | Normei | Backup

5 ofi]View 10 v records|Total 2 record(s)



Warning: If you choose “Format”, all the data in this storage will be erased.

> Local Disk

Choose Local Disk from the “Storage Type”, system will recognize the un-mounted /un-used disks as below:

vinchin £ admin

Add Storage

(& Storage Settings

Storage Type * Local Disk v

Select a type for the Storage.

Node IP/Domain = localhost localdomain(192.168 85.78) v

Production storage will be mounted fo the selected backup node.

Storage Resource ~ CEmD 4 Type Capacity

Idevlsdc Local Disk 100GB
If there is partition in your storage resource, and you want to save the partition data, please select * Partiion” from the Storage Type.

Name Local Disk2

Type a name for the storage

Storage Object Backup Copy
Storage Alert m
Alert Mode Percentage v

Setup an alert for the storage so that when the storage free space is
less than the preset value, system will alert

Tick the selected disk, a window with Format Storage will come out as below:

+ Add Storage

@ The storage to be added /devisdc contains below partitions
Idevisdc1

After adding, all partitions in the storage will be formated and data will be

lost!
If you need to reserve the data, please add the storage from [Partition]!

Format Format

Storage If format the storage, all data will be wiped

Warning: If you add a local disk as backup storage, the disk will be forcibly formatted, all the data in this disk will be
erased.

After adding storage completed, you can see the added storage in the Storage List as below:
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vinchin

& Storage List

KX

admin v

T Advanced search

> VM

Storage Name Type Mount Node Node Status  Capacity Free Space y Storage Status  Purpose
Local Disk1 Local Disk localhost localdomain(192 188 65.76) | Normai | 199.9GB 1752268 | Normai | Backup,Backup
Copy
Local Disk2 Local Disk localhost localdomain(192.168.65.76) [ Normal] 99.95G8 99.92G8 [ Normal] Backup,Backup
Copy
Page 1 5 off|View 10 v records|Total 2 record(s)

Choose LVM (Logic Volume) from the “Storage Type”, system will recognize the un-mounted /un-used logic

volumes as below:

vinchin

Add Storage

(& Stora

Storage Type =

Node IP/Domain *

Storage Resource *

Name

Storage Object

Storage Alert

Alert Mode

Value

Tick the selected LVM, if there is previous backed up data in this LVM, you can choose to import the backups so

M v

Select a type for the Storage

localhost.localdomain(192.168.65.76) v

Production storage will be mounted to the selected backup node.

Name ~ Type Capacity

No available data...

Vi1

Type a name for the storage

Backup

Percentage v

Copy

Setup an alert for the storage so that when the storage free space is
less than the preset value, system will alert

20 ~ v %

that you can restore them whenever necessary:

Import

Backups

Format
Repository device will wipe all its data
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After importing the previous backups, please refer to Manage Imported Backups to manage these backups:

vinchin L 2 admin +
Storage
&% Storage List
mm W Delete | £ Manage Imported Backups Search e WNELLELESEN ]
Storage Name Type Mount Node Node Status  Capacity Free Space , Storage Status  Purpose
Local Disk3 Local Disk localhostlocaldomain(192.168.65.42) [ Normal 499.75G8 371.38GB [ Normel Backup,Backup
Copy
Local Disk2 Local Disk localhost localdomain( 192 168 65 43) | Normal 299 35GB 173 44GB [ Normal Backup,Backup
Copy
Local Disk1 Local Disk localhost localdomain(192.168 65.42) [ Normal 299 35GB 54 03GB [ Normal Backup,Backup
Copy
Page <« 1 > of1] View 10 v records |Total 3 record(s)

If you don’t want to save these data, you can tick “Format” to format the storage.
Warning: If you choose “Format”, all the data in this storage will be erased.

After adding a LVM as backup storage, you can see the added storage on the Storage List page as below:

vinchin £ odmin ~
Storage
& Storage List
I I
Storage Name Type Mount Node Node Status  Capacity Free Space ., Storage Status  Purpose
= Off-site Storage1 Off-site Storage localhost localdomain(192.168.65.76) | Naemai] 199.9GB 175.22GB == Backup Copy
5] LVM1 [ localhost localdomain(192 168 64.132) == 99.95G8 6671GB == Backup Backup
Copy
Page 1 of 1 View 10 v records|Total 2 record(s)

> Fibre Channel

Choose Fibre Channel from the “Storage Type”, system will recognize the Fibre channel information and WWPN
No. of HBA card. Map the LUN of FC storage server to the backup server. After mapping, choose FC again from the
“Storage Type”, system will recognize the mapped LUN as below:
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vinchin 1 e
Add Storage

(& Storage Settings

Storage Type * Fibre Channel v

Select a type for the Storage.

Node IP/Domain * localhost localdomain(1$2.168.64.132) v

Production storage will be mounted to the selected backup node.

Fiore Channe| No. Channel 4 wwnn wwpn Speed Status
1 hostd 20:00:00:1b:32:81:6e:f1 21:00:00:1b:32:81-6e:f1 4 Gbit [ oniine |

Map the target FC LUN o the corresponding WWN

Storage Resource * Name A Type Capacity

v Idevisdc Fibre Channel 108

If there is partition in your storage reseurce, and you want to save the partition data, please select * Partition” from the Storage Type.

Name Fibre Channel1

Type a name for the storage

Storage Object Backup Copy

Storage Alert m

After adding a FC storage as backup repository, you can see the added storage in the Storage List as below :

B8 Resources v Log/Alert £, admin v

# Backup Repository List
20 I ey
Page < 1 > of 1] View 10 v records|Total 1 records
Name Type Mount Node Node Status Capacity Free Space v Repository Status
Fibre Channell Fibre Channel localhostlocaldomain(192.168.64.213) | Normal 318 3TB  Normal

Note: If you add a FC storage as backup storage, the FC storage will be forcibly formatted, all the data in this storage
will be erased. If there are previous backup data in this FC storage and you don’t want to format it, please add this
storage via “Partition”.

» iSCSI
Choose iSCSI from the “Storage Type”, you will see the iSCSI IQN information. Map the LUN of iSCSI storage server

to the backup server IQN. After mapping completed, enter iSCSI server address and click “Scan the Target”, system
will recognize the mapped LUN as below:
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vinchin £ admin ~
Add Storage

[# Storage Settings

Storage Type * iISCSI v

Select a type for the Storage

Node IP/Domain * localhost.localdomain(192.168.65.76) v

Production storage will be mounted fo the selected backup node

ISCSI Name * ign.1994-05 cem redhat 8764371069
ISCSI Server * 192.168.1.183 v 326
Enter IP address of the ISCSI server. Please Fort

make sure the network between the backup node
and the ISCSI server is connected. If multiple
paths exist, you can ADD AN ADDRESS

Scan Target

Name iSCSH

Type a name for the storage

Storage Object Backup Copy

Storage Alert m

Choose a LUN and click “OK”, the iSCSI storage will be added successfully. After adding an iSCSI storage as backup
repository, you can see the added storage in the Storage List as below:

vinchin 2 admin ~
Storage

& Storage List

m = Manage Imported Backups Search e RIENEN BTG

Storage Name Type Mount Node Node Status Capacity Free Space , Storage Status Purpose
NFS1 NFS localhost localdomain(192.168.65.76) [ Normal | 499.76GB 20153GB [ Normal | Backup
| iSCSI1 iscsl localhost localdomain(192.168 65.76) [ Normal | 199.9GB 199 87GB | Normal| Backup |
- Local Disk1 Local Disk localhost localdomain{192.168.65.76) [ Normal | 199.9GB 175.22GB [ Normal | Backup,Backup
Copy
Partition1 Partition localhost localdomain(192.168.65.76) | Normal | 99.95GB 99.92GB | Normal | Backup
Page 1 > of 1] View 10 w records | Total 4 record(s)

Note: If you add an iSCSI storage as backup repository, it will be forcibly formatted, all the data in this storage will
be erased. If there are previous backup data in this iSCSI storage and you don’t want to format it, please add this
storage via “Partition”.

> NFS

Choose NFS from the “Storage Type”, enter your shared folder path as below:
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vinchin £ admin ~
Add Storage

rd rage Sef I
P (¢ Storage Settings

Storage Type * NFS A

Select a type for the Storage.

Node IP/Domain * localhost.localdomain(192.168.65.76) v

Production storage will be mounted fo the selected backup node.

Share Folder * 192.168.67.8:/root/nfs v

NFS share folder, e.g. 192.168.1.10:/path/directory

Name NFS1

Type a name for the storage.

Storage Object Backup Copy
Storage Alert m
Alert Mode Percentage v

Set up an alert for the storage so that when the storage free space is
less than the preset value, system will alert

Value 20 ~ AT

If there is previous backed up data in this storage, you can import these data to Vinchin backup server by ticking
“Import Backups” option so that you can restore them whenever necessary:

Import
Backups

After importing the previous backups, please refer to Manage Imported Backups to manage these backups:

vinchin £ admin ~

Storage

& Storage List

m W Delete | 2 Manage Imported Backups Search NeWUIELLELEEEN ]

Storage Name Type Mount Node Node Status Capacity Free Space , Storage Status Purpose
NFS1 NFS localhost localdomain(192.168.65.76) | Normal| 499 76GB 201.53GB | Normal | Backup
Local Disk1 Local Disk localhost localdomain(192.168 £5.76) [ Normal | 199.9GB 175.22GB [ Normel | Backup Backup
Copy
Partition1 Partition localhost localdomain(192.168.65.76) | Normal| 99.95GB 99.92GB | Normal | Backup
Virtual Infrastructure
Page < 1 > ofl|View 1p v records|Total3 record(s)

If you don’t want to import these data, click “OK” without ticking the “Import Backups”.
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Note: The share folders’ previous data will not be erased when adding NFS storage.

After adding the NFS storage completed, you can see the added storage in the Storage List as below:

Storage

& Storage List

+ Add = Manage Imported Backups Search by storage name ECEIGOM Q Advanced search

] Storage Name Type Mount Node Node Status  Capacity Free Space , Storage Status  Purpose
I ] NFS1 NFS localhost localdomain{192.168.65.76) Normal 499 76GB 201.53GB Normal Backup |
O Local Disk1 Local Disk localhost localdomain({192.168.65.76) 199.9GB 175.22GB Normal Backup Backup
Copy
O Partition1 Partition localhost.localdomain{192.168.65.76) 99.95GB 99.92GB Narmal Backup
Page <« 1 s> of 1] View 10 v records | Total 3 record(s)
> CIFS

Choose CIFS from the “Storage Type”, enter your shared folder path, username and password as below:

Add Storage

[ Storage Settings

Storage Type * CIFS v

Select a type for the Storage.

Node IP/Domain * lecalhost. localdomain(192.168.65.76) v

Production storage will be mounied fo the selected backup node.

Share Folder * /192.1658.67 6/gongxiang v

CIFS share folder, e_g. /(192.168.1.10/path/directory

Username vinchin:vers=3.0 sec=ntlm v

Username for accessing CIFS

Password sress v

FPassword for accessing CIFS

Name CIFS1

Type a name for the storage.

Storage Object Backup Copy

Storage Alert m

Note: In the Username column, we give you a format example, please follow the example to set your username.
vers=x.X, “x.x" is your CIFS version number, e.g. 2.0, 3.0 or 4.0.
Sec=xxx..., “xxx...”can be one of below values: none, krb5, krb5i, ntim, ntimi, ntimv2, ntimv2i, ntimssp, ntimsspi.
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If there is previous backed up data in this storage, you can import these data to Vinchin backup server by ticking
“Import Backups”, so that you can restore them whenever necessary:

+ Add Backup Repository

Import Import Backups

Backups The repository to be added contains11restore points
Selected restore poir | be imported to Vinchin
Backup & Recovery system

After importing the previous backups, please refer to Manage Imported Backups to manage these backups:

\fil'IChiI'I 1 A admin

Storage

& Storage List

mm @ Delete | & Manage Imported Backups L= W Q Advanced search

Storage Name Type Mount Node Node Status  Capacity Free Space , Storage Status  Purpose

= Local Disk3 Local Disk localhost localdomain(192.168.65.42) [ Normal | 499.75G8 371.38GB [ Normal Backup Backup
Copy

= Local Disk2 Local Disk localhost localdomain(192.168.65.43) [ Normal | 299.85G8 173.44GB [ Normal Backup Backup
Copy

= Local Disk1 Local Disk localhost localdomain(192.168.65.42) [ Normeai 209.8568 54.03GE [ Normel Backup Backup
Copy

Page « 1 > of 1] View 10 v records | Total 3 record(s)

If you don’t want to import these data, click “OK” without ticking the “Import Backups”.
Note: The share folders’ previous data will not be erased when adding NFS storage.

After adding the CIFS storage completed, you can see the added repositories in the “Backup Repository List” as
below:

vinchin a & Resources v >g/Ale £ admin

Backup Repository

# Backup Repository List
e
Page < 1 > of 1] View 10 v records per page| Total 1 records
Name Type Mount Node Node Status Capacity Free Space v Repositery Status
CIFS1 CIFS localhost localdomain(192.168.101.42) | Normal | 499.87GB 493.22GB | Normai|

Note : The share folders’ previous data will not be erased when adding CIFS storage.

Edit Storage

Choose a storage, click “Edit” you can edit the storage name.
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vinchin

[# Edit Storage

Storage Name

Storage Alert

Alert Mode

Storage Object

& Storage List

Storage Name Type
NFS1 NFS
Local Disk1 Local Disk
Partition1 Partition

Local Disk1

Type a name for the storage

Percentage v

Set up an alert for the storage so that when the storage
free space is less than the preset value, system will
alert.

Backup
Copy

£ Manage Imporied Ba

Mount Node
localhost localdomain(192.168.65.76)

localhost localdomain(192.168.65.76)

localhost localdomain(192.168.65.76)

cancel m

Delete Storage

Node Status

Capacity
499.76GB
199.9GB
99.95GB

Page <«

CEE VM Q Advanced search

Free Space , Storage Status

201.53GB | Normai|
1752268 | Norma |
99.92GB | Normai|

> of 1] View 10

Purpose
Backup

Backup Backup
Copy

Backup

v records|Total 3 record(s)

You can delete any of the storages from the “Storage List”. Choose a storage, click “Delete”. If there are backup

data in this storage, system will remind you as below:

& Delete Repository

@ The repository you are deleting has backed up data or it is occupied by a

running job

After repository deleted. The associated time point record will be deleted.
backup data will remain in this repository, an error will be reporned on the
the corresponding job , you need to change the repository, are you sure to

delete the repository?

Restore Points 17
Total Size
Number of Jobs 4

Job Name

16.89GB

Citrix XenServerBackup
VMware vSphereBackup1
Vidware vSphereBackup2
Citrix XenServerBackup2
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Click “OK” to delete the storage. The deleted storage can be re-added via “Partition”.

Note: Deleting the storage is a logical action rather than a physical action, which means the VM corresponding
restore point record will be deleted, but the backups will not be deleted actually. If you need the backups, you can
re-add the data located storage to vinchin backup server. Choose “Partition” to import the data.

Manage Imported Backups

If you have imported the previous backups when adding Partition, LVM, NFS and CIFS as backup storage, you are
able to manage these data from here.
vinchin i £ aomin +

& Storage List

mm W Delete | & Manage Imported Backups I ==\l Q Advanced search
Type

Storage Name Mount Node Node Status  Capacity Free Space . Storage Status  Purpose

Local Disk3 Local Disk localhost localdomain(192.168.65.42) [ Normal 499.7568 371.3868 [ Normal Backup,Backup
Copy

88 Resources Local Disk2 Local Disk localhost localdomain(192 168 65.43) [ Normal 299 8568 173.44GB | Normal Backup, Backup
Copy

e : Local Disk1 Local Disk localhost localdomain(192.168.65.42) [ Norml 299.8568 54.03GB [ Hormal Backup Backup
Copy

Page « 1 > of 1] View 10 v records |Total 3 record(s)

Manage Imported Backups

= Imported Backups List

No. Job Name Module Creation Time + Restore Points Total Size
1 Citrix XenServer&Z{31 Citrix XenServer 2019-09-25 14:23:02 9 160.88GB
Page < 1 5 of1] View 10 v records|Total 1 record(s)

If you want to restore the imported backups, you need to first assign them to an user who has right to manage the
backups, click “Assign” as below:

Manage Imported Backups

= Imported Backups List

=0

No. Job Name Module Creation Time v Restore Points Total Size
1 Citrix XenServer&Z {31 Citrix XenServer 2019-08-25 14:23:02 9 160.88GB
Page 1 > of 1] View 10 v records|Total 1 record(s)
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®* Assign to User

Number of Jobs 1

Assign * admin v

Please select a user who you want to

assign the imported backups to
caneel

Log in the target user account, the assigned backups is listed in his VM Backup/Restore— Backup Data page:

VM Backup Data

£ VM Backup Data

N & Virtual Infrastructure List @ Restore Point List
& VM Backup/Restore v
Manage restore points

1.Unfold the virtual infrastructure tree on the left

All nodes v
2 Find the target VM(s) and corresponding restore poinis which you want to manage.
=10 €9 Citrix XenServer 3.You can delste single restore point from [Options}{Delete]
-0 [ citrix XenServerg#1 4.You can delete restore points in batches by clicking [Delete] on the top left

-0 & zerto-veenter-2 ( 67.102))
10 2019-09-25 23:57:22 (Full Backup)
(©) 2019-09-26 23:01:21 (Incremental Backup)
-1 (5 2019-09-28 23:01:32 (Incremental Backup)
(-0 G zerto-veenter-1 ( 67.100 }
05 2018-09-25 23:50:39 (Full Backup)
-0 0 windows Server 2008 R2 FE
05 2019-09-25 22:00:20 (Full Backup)

Note: You can create a new restore job to restore the imported backups, the imported backups will be scanned

out automatically when creating new restore job.

If you don’t need the imported backups, you can delete them by clicking “Delete” as below.

Manage Imported Backups

= Imported Backups List

No. Job Name Module Creation Time + Restore Points Total Size
1 Citrix XenServer&31 Citrix XenServer 2019-09-25 14:23.02 El 160.88GB
Page ¢ 1 > off|View 10 v records|Total 1 record(s)

Warning: Once deleted, the imported backups are unrecoverable permanently.
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LAN-Free

Data usually is transferred via LAN, but when the data size is too large, network jam will probably occur. Using
LAN-Free to backup and restore under SAN environment can help to reduce network jam, improve backup and

recovery speed without building any separate DR backup network.

Note: LAN-Free backup and recovery is not available for Microsoft Hyper-v and Sangfor HCl in version 5.0. For
other virtual platforms, you can choose transfer via SAN (LAN-Free) in the “Transmission Network” options when

creating a backup / restore job.

Add LAN-Free Path

Mapping the production storage to Vinchin backup server, can let the Vinchin backup server directly read data
from this storage. Highly improved the backup efficiency without affecting the production working network.
Vinchin backup server currently supports FC, ISCSI and NFS LAN-Free settings.

Note: As different storage server has different LUN mapping methods, the following operations are for reference

only.
» FC Storage

Precondition: The LUN mapping of production storage is Fibre Channel mapping.
LAN-Free configuration step of FC storage are as below:
a) Map the LUN of production storage to Vinchin backup server.

tatu

O Partition Information QCapacw

FC for 214 Size: 257TB Total Capacity: 2.5 TB
ID! 1F36115D1F3F698F
h Status: @) The volume has been mounted. Used Space: 2.5 T (100%)
| Map: Yes B Free Space: 0 ME (0%)
Detail Information

[F3] LUN Mapping Information

Channel Host 1D Assignment

Channel 7 I 2100001B32810539(64.214) | Slot A

Channel 7 2101001B32A10539 Slot A

b) Click “Resources”— “LAN-Free Settings”, you are coming to the LAN-Free settings page.
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file:///C:/Program%20Files/WindowsApps/NeteaseYoudao.18692F27B7C6F_0.0.1.0_x86__7x355j7kq8bfj/VFS/release/7.0.1.0222/resultui/dict/result.html

5, admin ~
LAN-Free

% LAN-Free Path List

Em Y . Avanced sarch

Storage Name Type 4 Mount Node Node Status Capacity Storage Status

No available data...

1. FC, iSCSI and NFS storage can be set up as LAN-Free path to quickly backup and recover VMs. Target VM data will be directly transferred between production storage and backup storage
Virtual Infrastructure bypassing LAN
2. To use LAN-Free path, first please mount a production storage where locates the target VM to a backup node. Click [Add] to start adding your LAN-Free path

Dt 3. Note: All the original data in the production storage will not be changed after mounted to the backup node

Click “Add”, and choose “Fibre Channel” from Storage Type, the system will recognize the LUN which is mapped to
Vinchin backup server, and display corresponding production server and its total size.

vinchin e

th

(& LAN-Free Path Settings

Node IP/Domain * localhost localdomain(192.168 64 132) v

Production storage will be mounted to the selected backup node:

88 Resources Storage Type * Fibre Channel -
Hual Infrast Select a type for the Storage
Virtual Infrastr
Fibre Channel No. Channel 4 wwnn wwpn Speed status
1 host0 20:00:00-1b:32:81-6e:f1 21:00:00-1b:32:81-6e:H1 4.Ghit | onine |

Map the target FC LUN to the corresponding WWN.
Storage Resource o « 1ype Capacity

| fdevisdc Fibre Channel 10TB

Select a production storage as LAN-Free path. All the original data on this storage will not be changed

Name Fibre Channel1

Type a name for the storage.

Cancel n

Note: The recognized production LUN type is the LUN mapped hypervisor type. If the production storage is
mounted to ESXi host, the Type will be VMware vSphere. If it is mounted to XenServer host, the Type will be Citrix
XenServer as above.

Choose a production storage resource and click “OK”, you will find the added production storage in the LAN-Free
Path List.



vinchin Bty
LAN-Free

©f LAN-Free Path List

Storage Name Type 4 Mount Node Node Status Capacity Storage Status

Fibre Channel1 Fibre Channel localhost localdomain(192.168.64.132) [ Normal | 3B [ Normal

38 Resources

1. FC, iSCSI and NFS storage can be set up as LAN-Free path to quickly backup and recover VMs. Target VM data will be directly transferred between production storage and backup storage bypassing LAN
Virtual Infrastructure 2. To use LAN-Free path, first please mount a production storage where locates the target VM to a backup node. Click [Add] to start adding your LAN-Free path

3. Note: All the orlginal data in the production storage will not be changed after mounted to the backup node

» iSCSI Storage

Precondition: The LUN mapping of production storage is iSCSI mapping.
LAN-Free configuration of ISCIS storage are as below:

a) Map the LUN of production storage to Vinchin backup server.

G Partition Information @ capaciy
ISCSI for 214 ize: .
g AN Es Total Capacity: 200 GB
ID! 2F3790842B45FD3C
t‘ status: @ The volume has been mounted Used Space: 200 GB (100%)
[ Map: Yes B Free Space: 0 MB (0%)
Detail Information
LUN Mapping Information
Channel Host ID Assignment
Channel 0 |iqn.1998—01 com.vmware:5875510-6cch-617¢-a3fa-0ccd7acb2262-2f3caf00(64... Slot A -
Channel 0 qun.1994—05 com.redhat:347bf96bc2c7(101.42) Slot A

b) Click “Resources”— “LAN-Free Settings”, you are coming to the LAN-Free setting page. Click “Add”, and choose
Storage Type as iSCSI and click “Scan Target”. The system will recognize the LUN which is mapped to Vinchin
backup server, and display corresponding production host and its total size.
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Add LAN-Free Path

(& LAN-Free Path Settings

Node IP/Domain * localhost. localdomain(192.168.30.21) v

Preduction storage will be mounted to the selected backup node.

88 Resources Storage Type * iscsl v |

Elect a ype for The Slorage.

Virtual Infrasir
de iISCSI Name ign.1994-05 com redhat9eal3e3223c5
iSCSI Server = 192.168.1.183 v | 3260
ETET T Ju0TEes OT e T TEEIVET PIEaoe Mave STy, Port

the network between the backup node and the iSCS!
server is connected. If multiple paths exist, you can ADD
AN ADDRESS

Scan Target

Target LUN -

Name 4 ign Type Capacity
Idevisdc ign.2002-10.com.infortrend:raid.uid335812.001 isCsl 40GB
Select a production storage as LAN-Free path. All the original data on this storage will not be changed
Name Iscsit

Type a name for the storage.

Note: The recognized production LUN type is the LUN mapped hypervisor type. If the production storage belongs
to an ESXI host, the Type will show VMware vSphere. If it belongs to XenServer host, the Type will show Citrix
XenServer as above.

Choose a production storage and click “OK”, you will find the added production storage in the LAN-Free Path List.

vinchin £ admin ~
LAN-Free

£ LAN-Free Path List

s [ | e

Storage Name Type “ Mount Node Node Status Capacity Storage Status
Fibre Channel1 Fibre Channel localhost localdomain(192 168 64.132) | Normal | 1018 | Normal |
1SCsi1 1scsl localhest localdomain(192 168 64.132) = 500GB == |

1.FC, ISC8I and NFS storage can be set up as LAN-Fres path to quickly backup and recover VMs. Target VM data will be directly transferred between production storage and backup storage bypassing LAN
2. To use LAN-Free path, first please mount a production storage where locates the target VM to a backup node. Click [Add] to start adding your LAN-Free path
3. Note: All the original data in the production storage will not be changed after mounted to the backup node

» NFS Storage

Precondition: The storage type of production system is NFS.

LAN-Free configuration of NFS storage are as below:

Click “Resources” —”LAN-Free Settings”, you are coming to the LAN-Free setting page. Click “Add”, and choose
Storage Type as NFS, enter the storage shared folder path.
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vinchin £ admin ~
Add LAN-Free Path

(& LAN-Free Path Settings

Node IP/Domain * localnost.localdomain(192.168.64.132) v

Production storage will be mounted to the selected backup node.

Storage Type * NFS v

Select a type for the Storage.

Share Folder * 192.168.30.21:/rooUnfs| v

NFS share folder, e.g. 192.168.1.10:/path/directory

Name NF31

Type a name for the storage.

Cancel ﬂ

Warning: The production storage which has been mapped to the Vinchin backup server in LAN-Free Settings
cannot be added as a backup storage! Adding a NFS storage as a backup storage will cause the production storage
been formatted, all the data in there will be erased/ lost.

Note: If LAN-Free is only used in backup job, not in restore job, the production LUN can be mapped to the backup
server with read-only permissions.

Edit LAN-Free Path

Choose a LAN-Free Production storage, click “Edit”, you can edit a new name for this LAN-Free Production storage.

LAN-Free

© LAN-Free Path List

[+ 70 | o car | Dok | B o Ahanceu search

Storage Name Type 4 Mount Node Node Status Capacity Storage Status
Fibre Channel Fibre Channel localhostlocaldomain(192.168.64.132) [ Normal| 1078 [ Normal|
15C81 15CSI localhost localdomain(192 168 64.132) = 500GB =

88 Resources v

Virtual Infrastructure

1. FC, iSCSI and NFS storage can be set up as LAN-Free path to quickly backup and recover VMs. Target VM data will be directly transferred between production storage and backup storage bypassing LAN
2. To use LAN-Free path, first please mount a production storage where locates the target VM to a backup node. Click [Add] to start adding your LAN-Free path

3. Note: Al the original data in the production storage will not be changed after mounted to the backup node

& Edit LAN-Free Path

Storage Name Fibre Channelf ‘

Type a name for the storage

Cancel
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Delete LAN-Free Path

Choose a LAN-Free Production storage, click “Delete” you can delete this LAN-Free Production storage.

vinchin

LAN Free

} LAN-Free Path List

Storage Name Type 4 Mount Node

v Fibre Channelt Fibre Channel localhost localdomain(192 168 64.132)

IsCsi IsCsl localhost localdomain(192.166.64.132)

3. Note: All the original data in the production storage will not be changed after mounted to the backup node
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Node Status
[ Norma
[ Normal

Capacity
10TB

500GB

£, admin

Search [V e
Storage Status
[ Normai |

1. FC, iSCSI and NFS storage can be set up as LAN-Free path to quickly backup and recover VMs. Target VM data wil be directly transferred betwsen production storage and backup storage bypassing LAN
2. To use LAN-Free path, first please mount a production storage where locates the target VM to a backup node. Click [Add] to start adding your LAN-Free path



System

System Settings

Log in your Admin account, click “System” = “System Settings” as below, you are coming to the system setting
page.
vinchin Bt

Systern Settings

® IP Settings

Network Interface = ens160 v

Please select a network interface to edit corresponding IP info.

IF Address 192.168.65.76

Flease enter IP address of your backup server. e.g. 192.168.1.168

Subnet Mask 2552551920
Please enter the Subnet Mask of your backup server.
©.0.255 255265 0
Default Gateway 192.168.64.1

Please enter Gateway of your backup server. e.g.192.168.1.1
DNS Servers 61.139.269

Please enter DNS of your backup server. If more than one DNS,
please separate them with *," e.9.192.168.1.1,192.168.1.2

Cancel ﬂ

IP Settings

Click “IP Settings” you can set the IP information according to your actual network environment. Click “OK” to save

the changes. Please make sure all the IP information are correct. Any wrong IP information will result in failure of

accessing the Vinchin backup server.



vinchin

Systern Seftings

@ 1P Setting (@ Time Settings ¥

Network Interface =

IP Address

System

Subnet Mask

Default Gateway

DNS Servers

Notification

£ admin ~

13 DNS Settings

O Restart/Poweroff

ens160 v

Please select a network interface to edit coresponding IP info.

192.168.65.76

Please enter IP address of your backup server. e.g. 192.168.1.168

2552551920
Please enter the Subnet Mask of your backup server.
202552552550

192.168.64.1

Please enter Gateway of your backup server. e.9.192.168.1.1
61.139.2.69

Please enter DNS of your backup server. I more than one DNS,
please separate them with *," e.g.192.168.1.1,192.168.1.2

Cancel n

Note: After changing IP address, please log out and re-access the login page by entering the new IP address.

Time Settings

You can set the time zone, time and date according to your current location as below:

vinchin

System Settings

Setling

s| (© Time Settings | *

Current Location =

Current Time *

% System

NTP Sync

Edit T

me

A, admin

15 DNS Setlings

O Restart/Pr

Asia/Shanghai v
Please select a location, system will auto-maich the corresponding

timezone.

2019-09-29 17:02:55 =]

Please select or enter current time (yyyy-mm-dd hh.mm:ss)

Enable to synchronize to NTP time

1.The new time is no earlier than the server original time.
2. If it is earlier than the server original fime, your license will be abnormal and cause your entire

Warning: If you are using Vinchin trial version, please set the time details before uploading your license to Vinchin

backup server unavaiable
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backup server. Changing time details on a trial version will cause the license error. If error happens, you need to re-
license the system with new license key. If you are using Vinchin perpetual version, please ignore this warning.

Email Notification

Email Notification helps users tracking the system operation such as job progress by email. Before enabling the
email notification, you need to set the user’s email address. Go to the top right “admin” — “My Information” as
below:

vinchin 1 2 admin

£ My Information

# Change Password

& Lock Screen
Usemame admin

P About Us
Email Address

£ Logout
Phone Number

Language Engish

o |

Fill in your email address and click “OK”".
Then return to the “System Settings” — “Notification”. And click “Email Test” as below:

vinchin
Systern Settings
! Notification
3 Email Notification
Email Notification Email Test

Please click *Email Test" to finish the mai
server test before enabling Email Nofification

Cancel m

If you have your own mail server, you can change the default sender mail information to yours accordingly. We
recommend you to use Vinchin sender mail server, please keep the default information and click “Send testing
email”, if the sending test is succeeded, click “OK” as below:

& Email Test

Mail Server * smip.exmail.gg.com| v

POP3/IMAP/SMTP server address, can be domain
name or IP address

Port * 465

Mail server port, e.g. 25

Sender's Mail product@vinchin.com

The sender's mail address, e.g. support@163.com

Password

Sender's mailo

Encryption * ssL v

Email encrypted connection type

Send a Test Email  [to sales@vinchin.com

1. Please go to [Admin] -> [My
Information] to fillin an email address which
you would like to use for receiving
notifications.




Then turn on the email notification.

You can also choose to turn on the system/job alert and set different system notification levels as below. System will

send the corresponding notification to your email address.

vinchin

H ©l o « ~
7
£ Email Nofification
Please click ‘Emad Test"to fiish the ma
Email Notacation
@ system v System Alert m
System Notiication Level Notice (prompt message, 10 need process)
Warning ( notifying this action may cause system of job error)
Ermor ( notifying the system or job error)
Job Notification Level Notice (prompt message, no need process)
Warning ( notifying this action may cause system of job error)
Ermor ( notitying the system or job error)
repr: [EEH
Type Storage Report
VM Report
Schedule:
Daily Report Status

Note: Email notification is a free service. The system will automatically send notification emails to you once you
turn on this function.

DNS Settings

If an ESXi host was added to the vCenter via its domain name as below, then this ESXi host’s corresponding DNS
need to be configured in the Vinchin backup server.

vmware® vSphere Web Client

Navigator X [J esxis05.com  Actions ~
{ Home (0] Getting Started | Summary Monitor Manage Related
(v |8 8 @
« [51192.168.64.20 What is a Host?
¥ [[qtest Ahostis a computer that uses virtualization
» [ 192.168.64.214 software, such as ESX and ESXi, to run virtual
- machines. Hosts provide the CPU and
E esxi.505.com > memory resources thatvirtual machines use

and give virtual machines access to storage
and network connectivity.

First fill in the IP address of the ESXi host and its domain name (e.g. 192.168.66.14 esxi.505.com), then click “OK”
to save.
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vinchin 1 £ admin ~

Systern Settings

P Settings me Settings ¥ Notification  t3 DNS Settings ~ © Restart/Poweroff o Upgrade d Data Visualization

Backup Node * localhost localdomain(192 168 65.42) v

Please select a backup node to set DNS

DNS values * 192 168.64 214 host 214 com
192.168.64.10 host.10.com
192.166.64.160 host.160.com

4
Format: IP hostname (The IP address and the hostname
should be separated by at least one space. Each entry should
be kept on an individual line.)

DNS Sync

Enable to synchronize the DNS settings to all backup nodes

Note: If the Vinchin backup server has been deployed multiple backup nodes, please enable “DNS Sync”. DNS
settings is available for VMware virtual infrastructure.

Restart & Poweroff

Choose a backup node which you want to restart or power off and click corresponding button.

vinchin

System Settings

Backup Node * localhost localdomain(192.168.65.42) v

localhost localdomain(192_168 65.42)
localhost localdomain(192 168 £5.43)

Upgrade

You can upgrade your software version by uploading Vinchin official upgrade package from here. Your current
Vinchin version number is also showing here. Make sure there’s no job running before upgrading.



= =
///42/{///%

vinchin £ admin +

System Settings

® Tim

o Upgrade 20D

Il Upgrade Package | '© Upgrade History

Current Version: build: 5.0.0.7829-HOTFIX

Package Name MD5 Package Size Upload Time v

vinchin_enterprise_en-update-package-5.0.0.6492-t0-5.0.0.7629- 404cd4650c5ef10ccd2c02698bf3c14 20 66MB 2019-09-29 12:02:07
HOTFIX-20190928171649 tar gz

vinchin_enterprise_en-update-package-5.0.0.6492-t0-5.0.0.7825- 28d0elca209709e5413e4636a70db%ed 60.69MB 2019-09-27 17:51:51
HOTFIX-20190927165435 tar.gz

vinchin_enterprise_en-update-package-5.0.0.6492-to-5.0.0.7813- 28259a7818e34b3fbbc00dch21284dbf 134.82MB 2019-09-27 14:24:49
HOTFIX-20190927105857 tar.gz

Page < 1 > of 1] View 10 v records|Total 3 record(s)

If there's no available upgrade package please upload one first. Upgrade package can be downloaded from Vinchin website or you can contact support@vinchin.com to get it.

Click “Upload Package” and select upgrade package file from the upload page and click “Upload”.

Select an upgrade package to upload

The package will be showing in the list, if the MD5 value is correct, please select this package and click “Upgrade”
as below:

vinchin £ admin

System Settings

«f Upgrade

il Upgrade Package ' Upgrade History

Current Version: build: 5.0.0.7829-HOTFIX

@ Delete Package | © Upgrade Now

Package Name MD5 Package Size Upload Time v

vinchin_enterprise_en-update-package-5.0.0.6492-10-5.0.0.7829- 404cd4650c5ef10ccd2c02698ebf3c14 20.66MB 2019-09-29 12:02:07
HOTFIX-201909281716489 tar gz

vinchin_enterprise_en-update-package-5.0.0.6492-t0-5.0.0.7825- 28d0e0ca209709e5413e4636a70dbIed 60.69MB 2019-08-27 17:51:51
HOTFIX-20190927165435 tar gz

vinchin_enterprise_en-update-package-5.0.0.6492-t0-5.0.0.7813- 28259a7818234b3fbbc00dcb21284dbf 134.82MB 2019-09-27 14:24:49
HOTFIX-20190927105857 tar. gz

Page ¢ 1 > of1|View 10 v records|Total 3 record(s)

If there's no available upgrade package please upload one first. Upgrade package can be downloaded from Vinchin website or you can contact support@vinchin.com to get it
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———

© Upgrade

Upgrading in progress...please don't close this page in case any failure:

Package vinchin_enterprise_en-update-package-5.0.0.6492-10-5.0.0.7629-
Name: HOTFIX-20190928171648 tar gz

Upgrade Master Nodelocalhost.localdomain(192.168.65.76)
Mode:

Progress: localhost.localdomain(192.168.65.76)
100%

If you have deployed multiple nodes, please upgrade your backup server (master node) first, then you can upgrade

backup node (slave node). System will report error that the service on backup node (slave node) stopped running

or restarted, which is a normal situation.

Q Upgrade

Package  vinchin_enterprise_en-update-package-5.0.0.6482-10-6 0.0 7840-
Name:  HOTFIX-20130929173413 tar gz

Upgrade Slave Node v
Mode:

Select Node localhost. localdomain(192.166.65.43)(E7H&)

cancel ﬂ

After upgrade complete, you can delete the upgrade package.

vinchin

admin ~

System Settings

@ IP Settings Time Settings ¥ Notification 3 DNS Settir & Restart/Pow # Upgrade [ Data Vist
W Upgrade Package ‘D Upgrade History
Current Version: build- 5.0.0.7829-HOTFIX
© Upgrade Now

Package Name MDS Package Size Upload Time -
vinchin_enterprise_en-update-package-5.0.0 §492-0-5.0.0.7829- 404cd4650c5ef10ccd2c02698ebf3c14 20.66MB 2019-09-29 17:41:28
HOTFIX-20190928171649 tar gz
vinchin_enterprise_en-update-package-5.0.0 §492-10-5.0.0. 7825- 28d0e0ca209709e5413e4636a70dbI%ed 60.69MB 2019-09-27 17:51:51
HOTFIX-20190927165435 tar.gz
vinchin_enterprise_en-update-package-5.0.0 6492-0-5.0.0.7813-  28259a7818e34b3fbbc00dcb21284dbf 134.82MB 2019-09-27 14:24:49

HOTFIX-20190927105857 tar.gz
Page ¢ 1 > of1|View 10 v records|Total 3 record(s)

Ifthere's no available upgrade package please upload one first. Upgrade package can be downloaded from Vinchin website or you can contact support@vinchin.com to getit
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Click “Upgrade History” you can review the upgrade you’ve done in previous time. You can delete the failed upgrade

history, but do not delete the success upgrade history. You can also download the upgrade log if necessary.

System Settings
+ Upgrade
Il Upgrade Package | ‘D Upgrade History
. W Delete I
No. Node Name IP Address Package Name Upgrade Time v Upgrade Result  Upgrade Log
v 1 localhost.localdomain(192.168.64.132) 192.168.64.132 vinchin_enterprise_en-update-package-  2019-09-29 12:02:32 success

5.0.0.6492-t0-5.0.0.7829-HOTFIX-
20190928171649 tar.gz

2 localhost localdomain(192 168.64.132)  192.1658.64.132 vinchin_enterprise_en-update-package-  2018-09-27 17:52:21 success Download
5.0.0.6492-t0-5.0.0.7825-HOTFIX-
20190927165435 tar.gz

3 localhost localdomain(192 168.64.132)  192.168.64.132 vinchin_enterprise_en-update-package-  2019-09-27 14:25:32 success Download
5.0.0.6492-t0-5.0.0.7813-HOTFIX-
20190927105857 tar.gz

Page 1 5> of 1] View 1p v records| Total 3 record(s)

Data Visualization

Data visualization is a value-added service Vinchin provide for organizations who require to display data protection
status on big screen.

Click “System”-“System Settings”-“Data Visualization”, you can set a name for your data visualization. Then click
right top data visualization button “Bl” comes to the visualization display page, click”F11” to view in full screen.

vinchin 2, admin ~

System Settings

L Data Visualization

Rename Vinchin Backup v




Vinchin Backup ® 15:34:01 %=

Virtual Infrastructure List 2z History Job szzr

VM(s): 309 o
Hos !

Backup Storage sz

Daliy Backup VMs /7

VMs/Date
Capacity: 599.7GB : 1

s
524 .96
cB

Backup Node /77 Current Job zzzr

16.95KB/s 35.44KBIs 09/23

mporarily no tasks are running 08/

09/21

9.37 GH2/7.10%
* Memory Usage 09/20 |§ 275GB
7.40 GB/15.47% 0919 N 7131 GB




User Management

Log in your administrator account, click “System” — “User Management” as below:

vinchin
User Management

£, User list

No. Username User Type

Create Time v Creator Email Address  Phone Number  Last Login

No available data

Note: Each administrator can only manage the accounts created by himself.

Add User

Click “Add” as below you are coming to the “Add New User” page.

User Management

£, User list
No. Username User Type Create Time

vinchin

w User

Username *

Password =

Confirm Password *

Email Address

Phone Number

User Type *

User Permission

Permission Type =

» Creator Email Address Phone Number

No available data

Operator v

®) Default Permission Advanced Permission

Last Login

Status

Status

5L admin ~

Fill in the blanks with required username, password and confirm password. Choose a user type and permission



type for this new user, then click “OK”.

User Type includes Admin, Operator and Auditor. Default operation permissions are as below:
Operator: Create & perform Backup/Restore jobs, job monitor, logs/warnings etc.

Auditor: Check logs & warnings

Admin: All permissions

If choosing “Advanced Permission” in the “Permission Type”, you can add or cancel any permission from the

default options manually, but you cannot add a permission which is not in the default options, details as below:

Permission Type = Default Permission #) Advanced Permission

Permission Operation * ¢ Home

[Z-® O Monitor Center
] = Job
i~ @ Current Job
: = D History Job
& 4 Alert
L@ 0 Job Alert
L.@ f» System Alert
& = Log
! # 9 Job Log
: # & System Log
=} & = Report
(@ & Storage Report
L.(w & VM Report
[E]-& = VM Backup/Restore
@ = Vvirtual Machines
[ ¢ Backup
[ <3 Restore
& ¥ Instant Recovery
[ “ Granular Recovery
# Z Backup Data
&5 Backup Copy
[ ® (% Onsite/Offsite Copy

3 B Com Dactarn

Cancel m

Edit User

Tick a user from the User List, and click “Edit” as below you are coming to the user editing page.

vinchin

User

gement

L User list

fNadd | RE  Unlock

No. Username User Type Create Time v Creator Email Address Phone Number  Last Login

1 test Administrator 2018-09-29 17:22:57 admin

2 hebe Operator 2019-09-29 17:22:42 admin

Page 1 5> of 1] View 10

£, admin v

Status
off
off

v records | Total 2 record(s)



vinchin

Edit User
5 Edit User
Basic Info
Username *
Password *

Confirm Password *

& System

Email Address

Phone Number
User Type *

User Permission

Permission Type *

Permission Operation *

£ admin ~

hebe

Operator v

Default Permission #) Advanced Permission

«[ £y Home

[} O Moniter Center
E-@ = Job
i & @ Current Job
i L&D History Job
& Q Alert
i L@ D Job Alert

L. @& System Alert

[E& & Log

You can edit the user’s information, after finish, click “OK” to save the changes.

Delete User

Tick a user from the User List, and click “Delete” as below you are coming to the user deleting page.

vinchin

& System

£, admin
User Management
£ User list
No. Username User Type Create Time v Creator Email Address ~ Phone Number  Last Login status
1 test Administrator 2019-09-29 17:22:57 admin Lo
2 hebe Operator 2018-08-29 17:22:42 admin Off
Page « 1 > of1]View 10 v records|Total 2 record(s)

The system will re-confirm your operation as below, click “OK”, the user will be deleted.

Delete User

Are you sure to delete the user(s)?

Note: Before deleting a user, you need to empty all the virtual infrastructures registered by this user. Otherwise this
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operation will be failed.

Unlock User

If enter wrong password for 5 times, the account will be locked. Only the Admin has the permission to unlock the
account. Log in the Admin account, click “Resources” = “User Management”, tick the locked user account as

below:
vinchin 2 admin -
User Management

£, User list

I ) T Y
No. Username User Type Create Time v Creator Email Address Phone Number Last Login Status
1 test Administrator 2019-09-29 17:22:57 admin Off

I v 2 hebe Operator 2019-09-29 17:22:42 admin 2019-09-29 17:27.09 off

Page « 1 > of 1] View 10 v records | Total 2 record(s)

£ admin ~

User Management

S User list

No. Username User Type Create Time v Creator Email Address Phone Number Last Login Status
1 test Administrator 2019-09-29 17:22:57 admin Off
2 hebe QOperator 2019-09-29 17:22:42 admin 2019-09-29 17:27:09 Off
Page « 1 s> of 1] View 10 v records | Total 2 record(s)
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System License

Before starting backup your VMs, you need to get a license key from Vinchin and successfully activate your license
in Vinchin backup server from System — System License as below:

Then click “Download Thumbprint”, a txt file named “thumbprint.txt” will be downloaded. Send this txt file to

support@Vinchin.com and you will receive an email with corresponding “license.key” file in a minute.

Licer

KL

Se your system

cense Info

1 Username :
1l Edition :
£ License :

@ Expiration :

License Type :
Number of Hosts

Numer of Vs :

Storage Capacity :

Number of CPUS :

LAN-Free :
Deduplication :

BitDetector :

Enterprise

CPU Socket(s)

:

Unlimited

Unlimited

6/10

Unlimited

Unlimited

%
i

£, admin ~

S e

@ Licanse your system:

2019-11-28 15:06:29 Unlicensed system is not allowed to perform any backup/ restore job, please follow he instructions

below to get the system license:

1. Download thumbprint file

2. Send thumbprint file to suppori@vinchin.com to get a license key.
3. Upload the license key to the Vinchin Backup & Recovery system

4. Ifyou've already got the license key, please upload it to get your system licensed.

@ Contacts : Vinchin Support

@ Website : hitps:/fwvw.vinchin.com/en

. Tel : +86 400-9955-698

= Email - support@vinchin.com

License your system

£ License Info

i Username :
(W Edition :
£ License :

@ Expiration :

License Type :

Number of Hosts :

Numer of Vs :

Storage Capacity :

Number of CPUs :

LAN-Free
Deduplication :

BitDetector :

After receiving the “licence.key”

Enterprise

2019-11-28 15:06:29

CPU Socketis)

Unlimited

6/10

2 e

file,

@ License your system.

Unlicensed system is not allowed to parform any backup/ restore job, please follow the instructions

below to get the system license:

1. Download thumbprint file.

2. Send thumbprint file to support@vinchin.com to get a license key.
3. Upload the license key to the Vinchin Backup & Recovery system

4. If you've already got the license key, please upload it to get your system licensed

@ Contacts - Vinchin Support

@ Website : hitps:// inchin.com/en

. Tel : +86 400-9955-698

& Email : support@vinchin.com
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click “Upload License”, choose the “licence.key” file and click “open”:


mailto:support@vinchin.com

vinchin

your system

cense Info

1 Usemame :  —
(il Edition : Enterprise
R License :

© Expiration : 2019-11-28 15:06:29

License Type

CPU Socket(s)

Number of Hosts :

Numer of Vs *
Storage Capacity :

Number of CPUs :  6/10

LAN-Free : | Uniimited |
Deduplication :
BitDetector :

your system

cense Info

i Usemame @ -—

(@ Edition : Enterprise

£ License :

O Expiration : 2019-11-28 15:06:29

License Type CPU Socket(s)

Number of Hosts
Numer of Vs :
Storage Capacity : [lned

Number of CPUs :  6/10

LatiFree (Ui
Deduplication :
BitDetector :

@ License your system:

A, admin v

Unlicensed system is not allowed to perform any backup/ restore job, please follow the instructions
below to get the system license:

1. Download thumbprint file.

2. Send thumbprint fils to support@vinchin.com to get a license key.

3. Upload the license key to the Vinchin Backup & Recovery system

4.1 you've already got the license key, please upload it to get your system licensed

@ Contacts : Vinchin Support

@ Website : hitps:

vinchin.co

. Tel : +86 400-9955-698

& Email - support@inchin.com

2, admin

& Download Thumbprint L Upload License

@ License your system.

€ 7 E

EX ) » civ » T4 ]| 2= oo »
v EuM i @
P B + = tRER = EN o
> @ i [& FoxmailSetup_7.2.11.220.exe. 2019/6/10 15:50 42678 KB
> P Eite. EEHIES (al] HP LI M1530 Scan 1KB
» B miERsEEn 2,859 KB
» 0 SRR ML | license.key | 2019/7/9 15:57 1KB
» B FIEAT Internet T fcense_free_edion.key 7/16 1K8
% ZeRe 48 npp.7.7.1Installer.exe 9/7/19 3582 KB M
- — "3 Partner Agreement Thunder-Cloud A, 2019/8/15 10:01 7316 KB L
) H B pictures.rar 749 KB
- EeRsHEERE | )
. B «ystem_logaip 1k8 B
g Ewss [ thumbprint (1).xt TXT ot 1K8
i, durmin | thumbprintte TXT 32 1KB
o1 B vdps-agent.windows.5.0.0.7522.exe 3 5,504 KB
lana = L i r L L 7400 ¥R =
SHEEN): licensekey M) )

After uploaded the “license.key” file, you will see the detailed information of your username, software edition

(Essential, Standard or Enterprise), expiration date, license type and license limitations etc.

If you already have a license in hand, please upload it directly.

If you are using a perpetual license, there will be no expiration date. If you are using a trial license, the license will
be expired and unavailable after a specified period. Please contact Vinchin Support for a perpetual license or

extension license before expiration.
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License your system

& License Info

i Username :  —
<& Download Thumbprint & Upload License
(i Edition : Enterprise
R License : © Licansa your sysom
@ Expiration : 2019-11-28 15:06:29 Unlicensed system is not allowed to perform any backup/ restore job, please follow the instructions
below 1o get the system license
1. Download thumbprint file.
License Type : CPU Socketis) . o .
2. Send thumbgprint file to suppori@vinchin com to get a license key.
Number of Hosts :
3. Upload the license key to the Vinchin Backup & Recovery system.
Mumer of Vs ¢ 4. Ifyou've already got the license key, please upload it ta get your system licensed
Storage Capacity :
Number of CPUS :
@ Contacts - Vinchin Support
LAN-Free @
@ Website : hitps://www.vinchin.com/en
Deduplication :
. Tel : +86 400-3955-698
BitDetector :
= Email - support@vinchin com
License your system

£ License Info

M Username :
Il Edition :
R License :

(@ Expiration :

License Type :
Number of Hosts :

Numer of Vs @

At =ERIREIR LA

Enterprise

Trial License (Perpetual)

Storage Capacity :

Number of CPUs :

DR Qrchestration :
LAN-Free :
Deduplication :

BitDetector :

CPU Socket(s)

&D

ad Thumbpi

@ License your system:

Unlicensed system is not allowed to perform any backup/ restere job, please follow the instructions

below to get the system license:

1. Download thumbprint file.

2. Send thumbprint file to support@vinchin.com to get a license key.
3. Upload the license key to the Vinchin Backup & Recovery system.

4. If you've already got the license key, please upload it to get your system licensed.

© Contacts - EFEHBHIRERAR
@ Website : https-/fwww.vinchin.com
& Tel - 86 400-3955-698

& Email : support@vinchin.com

Vinchin Backup & Recovery v5.0 | User Guide
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Admin

Click “Admin” on the top right, you will see several basic settings as below:

vinchin

# Dashboard

Server Time

2019-09-27

11:56:00

0 day(s)

1.5 hour(s) | 9B

«h Backup Node
CPUUsage @ Memory Usage

100%

0% —_—
11:5216 11:53:21  11:54:27  11:55:32

Network Flow

600KB/s

400KB/s
hitps://192.168.65.42/Thomepage#

My Information

Total Uptime

Total Backup

Master Node(192.168 65 42) ~

0%

11:5216 11:53:21  11:54:27  11:55:32

admin

£, My Information

# Change Password

& Virtual Infrastructure A & Backup Stc

& Lock Screen

® Protected VIM(s)

P AboutUs
0% 0 100% 2 Logot
Hosi(s) 3 9
VM(s):. 12 Total: 200.85GB
@ Current Job 10 records ™
No available data...
D History Job 10 records

No available data...

Click “My Information” you can edit email address, phone number and change language (currently support
English, Chinese simple, Chinese Traditional).

vinchin
User Information
S, My Information
Usemame
Email Address
Phone Number

Language

Change Password

admin

English

Here you can change system login password as below:

Ly

£, My Information

# Change Password

& Lock Screen
F AboutUs

£ Logout

- |
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Change Password

# Change Password
Original password *
MNew password =

Confirm new password *

Lock Screen

o -

Here you can manually lock the system as below:

vinchin

nformation

User

& Home L, My Information

Mo Usemame
VM Back e
Email Address

Phone Number

Language

admin

English

vinchin

admin

N

Login with other user account?

Copyright © 2019 Vinchin

About Us

Here is the link to Vinchin Official Website.

https://www.vinchin.com/en/

£, admin

£, My Information

# Change Password

& Lock Screen

P About Us

£ Logout

L1 admin ~

L My Information

# Change Password

@ Lock Screen

' About Us

£ Logout


https://www.vinchin.com/en/

Help

Click “Help” you can review Vinchin Backup & Recovery user manual online at any time.

Logout

Click “Logout” to manually log out Vinchin Backup& Recovery server as below:

vinchin

Vinchin Backup & Recovery

M Remember password
Download Backup Plug-in

Login®

Forgot password?

You can contact the administrator to reset
your password

Copyright © 2019 Vinchin build: 5.0.0.7813-HOTFIX
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Contact Information

Head Office

F14,No.19,3rd Tianfu Street,
Hi-Tech Zone,Chengdu,China.
P.C.610041

Sales

Tel:+86-28-85530156

Email:sales@vinchin.com

Support

Tel:+86-400-9955-698

Email:support@vinchin.com

Website

www.vinchin.com




